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Atomic-structure determination of diamond using Auger-electron diffraction
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The surface structure of diamond is determined by comparing angle-resolved Auger-electron spectroscopy
data to a theoretical model of electron diffraction in a cluster. The diffraction pattern of cE¥sdhAuger-
electron emission at 265 eV from a diam@¢b@0 surface was obtained in an ultrahigh vacuum chamber. The
polar scan curves of the experimental data at azimuthal angles 0°, 15°, 30°, and 45° are compared to
theoretical predictions obtained using a single scattering cluster model. The calculated polar intensity distri-
butions are a fairly sensitive function of surface structure. Optimal agreement with experiment occurs when
there is a (1) reconstruction at the diamond surface and there is a perpendicular expansion of
0.015(+0.001) A between layers 1 and 2, 0.0403.003) A between layers 2 and 3 and 0.085(005) A
between layers 3 and 4.

[. INTRODUCTION essence of the theory and its application to the problem at
hand are described in what follows.

A variety of photoelectron diffraction techniques have The kinematical or single-scattering clust&SQ model
been shown to be useful tools for studying surfaceof Auger emission assumes that the prescattering Auger elec-
structures Generally, different surface geometries arefron can be treated as a spherical wave, provided the transi-
modeled and photoelectron scattering formalisms are used #n involves only core states. Upon reaching scattering cen-
calculate the angular intensity distributions to compare witHf€rs the spherical wave can be taken locally to be a plane
experimental results. One approach is to use conventiondfave so long as the curvature of the electron wave over the
x-ray sources so that high-energy photoelectron scatteringimensions of the scattering potential is small compared to
from near-neighbor atoms will be focused |arge|y in the for-t e associated de Broglie Wavelength. This condition is ful-
ward direction. It is then possibie to use a kinematical Scatfi”ed at kinetic energies of several hundred eV. The scatter-
tering formalism for interpreting the observed anisotropiesing events themselves are described by a complex scattering
thereby greatly simplifying the calculatiohsh second ap- factor |f(6)|exflig(6)], which can be calculated using the
proach is to use high-energy core-level Auger electrons. Intethod of partial waves and free-atom on muffin-tin poten-
deed, a number of recent articles have shown that for conflals. Thus, the Auger intensity for a given electron wave
parable kinetic energies in excess of several hundred eV, th¢ectork is given by the superposition of the primary wave
angu|ar intensity distributions accompanying X-ray photo_and waves scattered once from all other atoms in the vicinity
emission and core-level Auger emission are the shamin-  Of the emitter. Attenuation of the primary and scattered wave
gether, these results show that the intensity modulation i& included through the usual inelastic mean-free-path) (
indeed a final-state effect and is independent of the emissiogPrrection to the initial intensity. Finally, lattice vibrations
process. are included via a Debye-Waller factdw, given by

Calculations on the surface structure of diamond haveXd —2K(1—cosf)(u?)], where# is the scattering angle and
been made on a standard lattice using various final electroft?) is the mean-square displacement of the scatterer in its
state$ Because of the great number of parameters needed tattice site. The appropriate expression for the intensity of a
be varied, a detailed curve fitting of the line shape with ex-given Auger electron with wave vectéris
periment has not been done before to our knowledge. In this .6
work we present an understanding of the detailed atomi il oj
structure made by curve fitting of the line shapes of experi?(k)OC exp(—L/ZLe)+; r W,
mental data. Data analysis was conducted to postulate the
most likely atomic structure of the diamond sample. Using
Auger-electron diffractiofAED) and associated kinematical
calculations, we deduce information about the local struc-
tural environment of the emitters in the first five layers of the
sample. + ;

The theoretical approach used to simulate experimental
data is based on the use of a kinematical scattering formawhere the sum is performed over all atoms in a predefined
ism. Even though a multiple-scattering treatment iscluster simulating the surfack.is the primary electron path
necessary;® a single-scattering theory predicts reasonablylength to the surface in the direction bfandr; and 6; are
well the measurable patterhd®!A complete discussion of the emitter-to-scatterer distance and scattering angle of the
this formalism and its application to x-ray photoelectron dif-ith scatterer, respectively. The second sum is needed to cor-
fraction has been published by Fadl@yHence, only the rect for the erroneous inclusion of Debye-Waller attenuation

2
Xexq—Lj/2Le)eXp{i[krj(1—COS9])+ (,Di(ai):i}

f.(6)]?
"—(r_ziu—wjz)exp(—L,-/Le), @
J
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in “noncross” terms in the absolute square. That is, the prod-
uct of a scattered wave with itself in the absolute square 9
should not be attenuated twjz whereas products of waves 101
scattered from different atoms should be.

The calculated intensities must be adjusted slightly for the
effects of electron refraction at the surface. This correction £ -
amounts to a small change in polar angle given by
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whered' and# are the propagation angles inside and outside
the solid,E, is the kinetic energy within the solid, ang is @
the inner potential for the material. By comparison with ex-
periment, the evaluation of Eq1) for all angles of interest
and various choices of surface geometry is used to arrive a
an optimal description of the surface structure.

It has recently been shown that for comparable kinetic 5 -
energies in excess of 500 eV, the angular intensity distribu- g
tions accompanying x-ray photoemission and core-level Au-:ﬁ?b

&

ger emission are the sanfieln both cases the forward scat-
tering of the electrons by the crystal atoms is the dominantg
mechanism, and in that limit it is only slightly affected by the
angular momentum of the emitted electron. Nevertheless in
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momentum produces strong discrepancies in the photoelec

tron and Auger-electron-diffraction patterns even if they are (b

close in energy>**Also, it should be noted that Auger elec-

trons usually have a complex mixture of angular momentaI X itted f di 0 surt Each point
because their emission involves several electronic levels dilectrons emitted from a diamofi®0) surface. Each point repre-

FIG. 1. (a) Experimental angular distributions of ICVV Auger

ents the intensity of the signal at the angular positi@rpj con-
B

the solid. Greber and co-workers demonstrated the pOSSIbIS|dered. Intensities are shown by brightness according to the scale.

ity of investigating the nature of an Auger process comparin : . i : ) -
) . . Al I
experimental results to calculated patterns for different fmalg—ibe)st l;i?i;'rr:g;gsnéiig r;nd;iz?sto 0 by SSC simulation using
state angular momentum emission. Also, it is shown by Ago- '
stinoet al® that there is a predominadtlike emission in C  eter only intensities from two quadrants of the total pattern

KVV from diamond. were collected, which, though, is enough because the sym-
metry of the surface allows us to use only one quadrant to
Il. EXPERIMENTAL RESULT AND SSC SIMULATIONS analyze the structure.

As seen in Fig. (a), the Auger-electron intensity is

The experimental intensity map of the carbéfVV  strongly modulated as a function of angle. It is well known
Auger-electron emission at 265 eV from diam@h@D) is  that little direct real-space information can be obtained from
shown in Fig. 1a). The experimental data were obtained these electron diffraction patterns except the symmetry of the
using a Vacuum Generators ADES-500 system. In this syssurface regiofi. In particular, minima are present at about
tem, the electron energy analyzer can movsitu and obtain =30 ° moving from the surface normal toward tf@10]-
angle-resolved Auger-electron intensities without moving thdike directions. In the same azimuth broad maxima at about
sample with relation to the excitation source. This avoids theg9=45° are also found, i.e., along th&10] directions. At the
possibility of intensity modulations due to incident beamsurface normal there is a dip around which a high-intensity
effects™ The Auger electrons are excited using a 1-mm-ring is present. Consequently we have in the same pattern
diam, 3-keV primary electron beam. The substrate is a poltwo kinds of effects along rows of atoms in the solid: in the
ished 3<3X2 mm synthetic diamond obtained from Sumi- [110]-like directions the intensity is enhanced, while it is
tomo Electric. Initial cleaning of the substrate was carriedsuppressed along tH&00]-like ones. The reason for this is
out using an acid etch, then boiling in,B®, to hydrogen illustrated in Fig. 2. As shown in Fig.(d), in the ¢=0°
terminate the surface. The sample was then inserted into thezimuthal plane a forward scattering peak alpb@Q] is ex-
UHV chamber, and heated to 900 °C. This cleaning treatpected. Due to the complexity of the diamond structure, at-
ment resulted in a 8 1 reconstruction of the diamor(d00) oms closer to the emitter in thé=45° and 135° azimuthal
surface, as evaluated by low-energy electron diffractiorplanes reduce this forward focused wave, shown in Figs. 2
(LEED) and in agreement with the results of van der Weideand Zc). Also, because of the low ®VV Auger-electron
and NemanicH® With the averaging of the LEED and angle- energy(260—265 eV, it makes it easier for the forward fo-
resolved Auger-electron spectroscofdRAES) over large  cusing wave to be reduced. Experimental polar scans taken
areas, this reconstruction will then give fourfold symmetricfrom Fig. 1(a) at azimuthal angles of 0°, 15°, 30°, and 45°
patterns. Due to the alignment of the sample and spectrormare presented in Fig. 3. These scans are used in the structural
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FIG. 2. Schematic representation of the theo-
retical atomic alignments in the diamond azi-
muthal planes ofa) ¢=0°, (b) $=45°, and(c)
¢$=135°. Forward scattering wave alormig=0°
could be reduced by atoms close to the emitter in
the middle layerRef. 8.

©

emitter Q scatter

determination of the diamond surface using the SSC code.tions. Therefore we average the calculated intensities along
Our SSC simulations of the &VV patterns followed each azimuth with the corresponding intensities from the op-
these steps: choose input parameters from previous scientifppsite quadrant. While we have investigated hundreds of
calculations and experiments, given in Tabl¥ MWe then  possibilities, in Figs. 4, 6, 7, and 8 we show the results of
adjust the structure to find best values for fitting the polarcalculations with the ideal diamond lattice, a lattice with
scans of our experimental data. The quantitative structuradnly a 2X1 reconstruction and the three relaxed structures
assignment can be made by comparing the predictions of Ed¢hat reproduce the experimental Auger intensity curves the
(1) for various choices of surface geometry with the ob-closest. Also shown are the experimental data, which provide
served angular profiles. In the course of our studies we hava visual comparison of our results. It is difficult to make a
tried a wide phase space of reconstructed diamond lattices tuantitative analysis of the fits because the relative maxima
model the data The substrate was simulated using a 24%nd minima of the theoretical intensities are not modeled
atom cluster (X 7x5). Increase of the cluster horizontal with the SSC formalisrfit2What is relevant is the positions
size did not have a noticeable effect on our fits within theof the maxima and minima. Therefore, we compare the an-
range of observations in this paper. Also, due to the inelastigular positions of the characteristic experimental peaks
scattering, layers lower than the fifth from the surface alsdmarked by thicker lines in Figs. 4, 6, 7, an¢gl ® corre-
did not contribute. Because of steps on the diamond samplkgponding structures in the theoretical results. The four sce-
used for the experiment, the experimental data are actuallgarios shown represef) the ideal diamond structuréll)
an average of intensities from two diamond binding direc-only the 2<1 reconstruction at the surfacéll) the 2x1
reconstruction with a relaxation of 0.009 A, +0.006 A,
and +0.003 A in the first three layer spacings starting form
the top;(IV) the 2X1 reconstruction plus layer relaxations
o=0e of +0.015 A, +0.010 A, and+0.005 A; (V) the 2x1 re-
- construction plus layer relaxations f0.021 A, +0.014 A,
[ and +0.007 A. A detailed error analysis of the positions of
maxima and minima is given in Table Il. For a azimuthal
angle of 0°(Fig. 4), the results from the ideal diamond lattice
(curve ) look similar to the experiment except that at posi-
¢ =15° tion a there is about a 6° shift to the left from experiment.
This suggests that a reconstruction exists at the diamond sur-
face because atoms right above emitters contribute most to
| the positions of zero-order forward scattering peaks. Also a
R ¢ =30° 4° shift or so to the right of positior from experiment
R suggests that there should be a increased spacing between
= layers along the surface normal. A quantitative analysis of
: the peak and valley positions is shown in the top panel of
- 6= 45° Table Il. A reconstructed surface provides a reasonable and
expected adjustment toward experiméaurve Il). Based on

Auger Intensity (arb. units)

TABLE I. Input parameters used for the SSC simulation.

Polar Angle (degree) Parameters Values
Electron emission typ€Ref. 6 d wave
FIG. 3. Summary of &KVV Auger intensity polar angular dis- Atomic inner potential 18.9 eV
tributions at various azimuthal angles for the diamond surface In- Inelastic mean free path (Refs. 6,17 25 A
tensity is expressed in terms of Auger intensities with arbitrary Diamond lattice constant 3.567 A

units.
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FIG. 4. Experimental and theoretical polar intensity distribu-
tions for ¢=0°. Assumed surface structures under which curve
V were obtained are, respectively) the ideal diamond structure,
(I only the 2< 1 reconstruction at the surfac@ll) the 2x1 re-
construction with a relaxation of 0.009, +0.006, and+0.003 A
in the three topmost layer spacings starting from the (Bp) the
2X1 reconstruction plus layer relaxations-60.015, +0.010, and
+0.005 A, (V) the 2x1 reconstruction plus layer relaxations of
+0.021,+0.014, anc+0.007 A.

this reconstructed surface, illustrated in Fig. 5, clusters wit
three relaxed structures are used in the moédeaives I, 1V,
and V).

For the azimuthal angle of 45Fig. 6), things are a little
more complicated than those at polar angle of 0° whos
plane structure resembles that of fcc. There are more ato
in this plane of diamond than that of fcc structure. The re
constructed surfacéurve Il) makes the first two peaks of
the ideal latticgcurve ) closer to each other and the last two

peaks away from each other, and the vertical layer distanc

O atoms in the 1st layer

® atoms in the 2nd layer

FIG. 5. lllustration of the best-fit reconstructedX2) diamond
surface structure used in the SSC simulation.
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FIG. 6. Experimental and theoretical polar intensity distribu-
tions for $=45°. Same geometry as in Fig. 4.

increase(curves I, 1V, and \J makes peaks shift to the
right. Polar scans made at 15° and 30° azimuthal angle ba-
sically serve as intermediate confirmation of the postulated
structure(see Figs. 7 and)8By looking at the detailed error
comparison of positions of maxima and minima between the
simulation and experimental results given in Table I, one
an see that curve IV generates the best fit except for the
polar scan at azimuthal angle of 15°, where curve V is better.
As shown in Table Il, we have been able to identify and
follow most of the peaks and valleys for various angles of
. Where the identification of a peak or valley is unclear, we
ave entered anX.” This only occurs for the particular
angle of #=13° (position “b”) at ¢=15° with curve Il

However, we note that peakb™ emerges from ‘a” as the
perpendicular reconstruction is imposed, and fits quite well
for the 0.005-A expansiofcurve V).

As a further example of the modeling, a plot of the error
analysis for one series of reconstructions is shown in Fig. 9.
After iterating between the 21 surface reconstruction pa-
rameters, we show how the total erfdetailed by the sum of
absolute errors of peak positignsries with the perpendicu-
lar reconstructions. Continued analysis optimizithg, was

conducted and vyielded a slightly better fit for

a d  0=15°
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FIG. 7. Experimental and theoretical polar intensity distribu-
tions for ¢=15°. Same geometry as in Fig. 4.
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FIG. 9. lllustration of how the total erroidefined by the sum
of absolute errors of peak positigngaries with the perpendicular
reconstructions after iterating between th& 2 surface recon-
struction parameters. The bulk layer spacing is set to be
dg=(1/4)X lattice constant of diamond.

FIG. 8. Experimental and theoretical polar intensity distribu-
tions for ¢=30°. Same geometry as in Fig. 4.

ds 4=a,+0.005 A—column IV in Table Il. The optimal
structure found for the diamond00) face is the %1 re-
construction with a relaxation of+0.015+0.00) A,
+0.010+0.003 A, and +0.005+0.009 A in the first three The d-like electron emission is used throughout the cal-
layer spacings starting from the top. The Auger intensity magulations. Although the selection rules allow alpe and
from the SSC simulation using the best fit parameters is diss-like emission, they seem to be very weak. Also inclusion of
played in Fig. 1b). either of these two waves alters the final results dramatically,

[ll. DISCUSSIONS AND CONCLUSIONS

TABLE II. Error comparisons between theoretical simulations and experimental results on positions of
maxima and minima of VYV Auger intensity curves fop=0°, 15°, 30°, and 45°. X" means that the peak
is not observed in theory.

Af= etheory_ eexpt (degree

Azimuth Position | Il [ \ \%
$»=0° a -7 -6 0 0 1
b -6 0 0 0 0

c 5 2 2 1 -2

S|A 6 18 8 2 1 3

¢=15° a -3 2 0 0 0
b 6 8 X 0 0

c -4 -4 -5 -2 0

d -5 -3 2 0 0

e 2 2 -2 -2 0

f 6 2 0 2 3

S|A 6 26 21 9+ X 6 3

¢=30° a -5 0 0 0 0
b -6 2 -1 -1 -1

c -6 0 -1 -2 -2

d -6 2 0 0 -2

e -7 4 3 2 1

f -7 5 6 0 1

S|A 6 37 13 1 5 7

$=45° a -7 -3 -1 0 0
b -5 -2 -1 -1 0

c 0 -3 -2 0 1

d -1 0 2 0 0

e -4 3 4 4 6

S|A 6 17 11 10 5 7
Total error 32 |A6) 98 53 32 17 20
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which is in agreement with the results of Agostiepal® A Through the use of Auger-electron diffraction and associ-
detailed analysis on characteristics of Auger-electron emisated spherical-wave single-scattering-cluster calculations, we
sions with different final states is beyond the scope of thiﬂ']ave made a structural assignment for the surface of dia-
paper, and can be found in Ref. 6. ) mond (100. The study of the experimental patterns and the
The 2x1 reconstruction of th€100 diamond has been omparison with simulations for ®VV Auger emission
extensively studied by angle-resolved photoemisSiaan- from diamond show that the diamond surface reconstructs

ning tunneling microscopy, molecular dynami(MD) : ;
simulationst® and LEED® The 2x 1 reconstruction investi- oM the ideal €100 structure to a (X1) reconstruction
geometry with a relaxation of+0.015(+0.001) A,

gated in the MD studies showed a much larger reconstructio - i
than fits to our data. We are currently pursuing similar theo-+ 0-010(=0.003) A, and+0.005(+0.005) A in the first
retical MD modeling with improved potentials to understandthree-layer spacings starting from the top. Inasmuch as
this discrepancy. In addition, the level of H adsorption on theAuger-electron scattering occurs primarily at nearest and
surface is impossible to determine with AES, and could wellnext-nearest-neighbor atoms, this technique is a short-range
affect the reconstruction§. probe.
It is clear that forward focusing of medium-energy elec-
trons provides a valuable surface structural analysis tool. A
single-scattering model is well suited to describe most of the
forward focusing observations, especially the directions of
forward scattering peaks, and the presence and directions of ] ]
some interference peaks. In this sense, structural determina- We would like to thank F. Agostino and C. Fadley for
tion is reasonable with single-scattering modeling. Especiallyiseful discussions and providing software. This work is
for structures such as diamond, due to the complexity of théased upon work supported by the National Science Founda-
structure and the low Auger energy, a straight interpretatioiion under Grant No. DMR-9458004. Additional support
of forward focusing peak directions as being equal to therom Research Corporation under Grant No. CC3778 and the
directions of interatomic axes is inappropriate. Jeffress Trust No. J338 is also acknowledged.
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