JOURNAL OF APPLIED PHYSICS VOLUME 93, NUMBER 7 1 APRIL 2003

High-accuracy determination of the dependence of the photoluminescence
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In an effort to improve the accuracy of photoluminesceffee) measurements of the Al mole
fraction (x) of Al,Ga,_,As alloys, the PL peak emission ener@ peaw Was measured at room
temperature for molecular-beam epitaxy-grown@d, ,As films with 0<x<0.37, and correlated

with independent measurementsxddy in situ reflective high-energy electron diffractigRHEED)

and also byex situwavelength-dispersive x-ray spectroscopy in an electron microprobe analyzer
(WDS/EMPA). The measurement uncertainty Bf; peac Was minimized through the following
procedures: Accurate calibration of the photon eneigy wavelength scale, correction of the
measured spectra for the spectrometer response function, fitting the data with a well-chosen line
shape function, and compensation for the effect of ambient temperature drift. With these procedures,
the 2r measurement uncertainty &b ,caWas of the order X 10 * eV for most samples. From
correlation of the PL and WDS/EMPA composition data, the sldg pca/dx near room
temperature was determined to b&Ep eqd IX=(1.4017-0.0090 eV)-[(2.71+0.97)

X104 eV/K](T—298.3K). Correlation with the RHEED data gave the same result within
measurement uncertainty. Previously published measuremeatppf.e./ x were reviewed and
compared with the present study. The results of T. F. Kicl. [Appl. Phys. Lett51, 505(1987)],

based on nuclear resonant reaction analysis of the Al mole fraction, were found to be in good
agreement with the present study after the addition of a correction term to account for the sample
temperature differencel(=2 K for Kuechet al, T=298 K for the present stugly

[DOI: 10.1063/1.1556554

I. INTRODUCTION also influenced by factors extraneous to major-element com-
position, such as temperature, strain, and donor and acceptor
impurities. Thus, PL is described as an indiremt nonself-
calibrating composition measurement method. Accurate PL-
(\e})ased composition measurements become possible when the
PL results are correlated with dire¢or self-calibrating
composition measurements.
The primary goals of the present study are to minimize

Chemical composition is one of the most fundamental
material properties of an alloy crystal with continuously vari-
able composition, and one of the most difficult to measur
Accurate measurement methods for the composition of 11—
semiconductor alloys, e.g., the Al mole fraction in
Al,Ga _,As, or In fraction x and As fractiony in

In,Ga,_,As,P,_,, offer significant practical benefits, such h ) t the PL K endi
as facilitating the exchange of wafers grown by different'"® measuremen_t uncertalnt_y_o _t € FL peaK en&tfypeak
f Al,Ga _,As films, to minimize any shifts INEp eax

laboratories, and providing more accurate input parameter‘% F
for device simulations. The desired level of accuréayso- caused by extraneous factdksther than Al mole fraction
lute uncertainty ok) depends on the intended application of @nd 0 accurately determine the functional dependence of
the data, and is usually stated to be in the range001 to  EpLpeakOn Al mole fractionx in the direct gap composition
+0.005. range (6=x=0.37). (Note thatEp| ,cq«is defined as the en-

Photoluminescend@L) spectroscopy is commonly used €rgy at which the emitted PL intensity is maximymchiev-
to estimate the composition of compound semiconductor aling these goals will enable accurate PL-based composition
loys, based on the linedpor, in some systems, quadratic measurements, i.e., quantitative determinationxofrom
composition dependence of the band-edge luminescendep pea This study was performed as part of an ongoing
emission energy. PL spectroscopy, as well as other spectreffort to develop AlGa_,As films for composition stan-
scopic methods such as photoreflectance, does not directiards within the Standard Reference MaterigdBRM)
measure the major-element atomic concentrations. RatheProgrant at the National Institute of Standards and Technol-
the PL energy is a function of the alloy composition, but isogy (NIST).

More specifically, a set of 21 molecular-beam epitaxy

3Electronic mail: lawrence.robins@nist.gov (MBE)-grown AlL,Ga,_,As films on GaAs substrates, with
YCurrently at BAE Systems, Merrimack, NH 03054. compositions betweer=0 andx=0.37 and film thickness
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of 3 um, was examined by three characterization technique.54 eV(488.0 nm and 0.0501 W incident power. The laser
First, in situ reflection high-energy electron diffraction was focused by a cylindrical lens to an elliptical spot with a
(RHEED) measurements of the atomic growth rates duringarge height-to-width ratio. Because the monochromator en-
the deposition process; secom, situmeasurements of the trance slit also has a large height-to-width ratio, the cylindri-
Al, Ga, and As concentrations by wavelength-dispersivecal lens provided higher throughput at a given intensity than
X-ray spectroscopy in an electron microprobe analyzecould be attained with a spherical lens. The focused elliptical
(WDS/EMPA); and third, room-temperature PL. Both spot was measured to be 0.5 cm high 008 cm wide.(The
RHEED and WDS/EMPA are, in principle, direct measure-spot boundary is defined as the set of points where the local
ment methods fox. However, systematic errors may arise intensity is equal to ®* of the peak intensity; a Gaussian
from the measurement, data reduction, and analysibeam profile is assumedAt 0.0501 W incident power, the
procedures. peak incident intensity was thus 41 W/gnfiThe peak inten-
There have been a number of previous stidi¥of the  sity, I o, is given by the equatioh,e.= (8/7) (P/A) where
dependence of the band gap ener@g)X of Al,Ga _,As, P is the total power and\ is the area of the ellipse.
measured by PL or other optical techniques xomeasured The PL was focused onto the monochromator entrance
by methods such as WDS/EMPA, energy dispersive x-raglit by achromatic lenses; the scattered laser light was re-
spectroscopy electron microprobe analy&®S/EMPA), or  jected by a long-pass filter. The monochromator focal length
nuclear resonant reaction analy$SRRA). The results of was 0.6 m; the entrance slit width was set to 0.005 cm or, for
the previous studies differ significantly from each other.the samples with the weakest PL, 0.01 cm. The PL was de-
Measurements af are more susceptible to systematic errortected by a photodiode array detector interfaced to a personal
than measurements &g, thus we attribute the inconsis- computer. The wavelength resolution was estimated to be
tency of the published results primarily to systematic error ing.40 nm for 0.005 cm entrance slit width, and 0.55 nm for
the reportedk values. We believe that our study is the mostp.01 cm slit width. The energy resolution at 0.005 c¢m slit
accurate for the following reasons. First, a larger sample s&idth is 0.6 meV at 1.4 eV, and 1.2 meV at 1.95 eV.
was examined than in any single previous study. Second, the The photon energyor wavelength scale, i.e., the actual
composition of each sample was determined independentiyhoton energy as a function of monochromator wavelength
by two direct methods, RHEED and WDS. The root meansetting and detector pixel number, was calibrated with the
squaredrms) difference between these two composition de-gpectral lines of neon and krypton vapor lamps. The atomic
terminations within the sample set wag=0.0040, and the  gpectral line wavelengths are known to at least six decimal
maximum difference wasa\x=0.0099. Third, efforts were p|aces. The wavelength calibration procedure was repeated at
made to understand and minimize the systematic errors ifhe beginning and end of each data collection run, to mini-
each measureme(t by RHEED and WDS, optical band gap mize any wavelength drift. With this procedure, the wave-
by PL). length measurement uncertainty is estimated to*f05
nm, corresponding to a photon energy uncertainty-6f08
meV at 1.4 eV, or+=0.15 meV at 1.95 eVfnote that all
measurement uncertainties stated in this work are expanded
PL measurements were performed on 213%,_,As (20) uncertainties, or equivalently 95% confidence inter-
films, thickness~3 um, grown on(001)-oriented GaAs wa- vals|. In addition, the measured PL spectra were corrected by
fers in either of two MBE reactors, designated as reactor “A”dividing by the spectrometer response function, which was
and reactor “B.” Four films were grown in reactor A and measured with a 100 W tungsten—halogen lamp that had pre-
seventeen films were grown in reactor B. The initial waferviously been calibrated against a NIST standard irradiance
diameter during deposition was 5.0 cm to 5.2 cm. The Alsource.
mole fraction in each film was estimated bysitu RHEED After the calibration and correction procedures were ap-
measurements of the Al and Ga atomic fluxes. Some of thplied, the PL spectra were analyzed by the curve fitting of a
samples were made-type or p-type conducting by doping model line shape function to the data. The selected model
with Si or Be. The room-temperature carrier concentrationgunction yields a good fit with a small number of adjustable
of the samples were determined by capacitance—voltagearameters, as described in the Appendix. The primary pur-
measurementgreactor B or estimated from a calibration pose for the curve fitting was to quantiBp pea but other
curve of Si concentration in the film versus Si cell temperaparameters, such as the full width at half maximum, inte-
ture during depositioht (reactor A. Both of these methods grated PL intensity, and asymmettgkewing, can also be
are expected to give the carrier concentration with an exextracted from the fit.
panded uncertainty 0£10%. Four 10 mrx 10 mm pieces Sample temperature is one of the extraneous factors that
were diced from the central portion of each wafer. One pieceffects Ep peq. FOr 14 of the 21 samples, the temperature
from each wafer was characterized by room-temperature Plcoefficient ofEp ,caWas measured by recording PL spectra
a second piece was characterized by WDS/EMPA; and that temperatures between ambidnbom) temperature and
remaining pieces were kept for other characterizations. Thuss40 K above ambient. The sample temperature was moni-
for each wafer, the Al mole fractionx, was measured bin  tored with a miniature platinum resistive sensor. The sample
situ RHEED and, independently, 3x situWDS. was attached to an aluminum mounting block with a ther-
The excitation source for the PL-composition calibrationmally conducting adhesivéDow-Corning 340 silicone heat
measurements was a continuous wavé faser operating at  sink compounf? and the temperature sensor was attached to

Il. EXPERIMENTAL PROCEDURE
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FIG. 1. Schematic of standard 12-location pattern used to examine spatial : ' : :
variation of PL spectrum on surface of 10 0 mm sample. For each
location, the laser-excited region is shown as a vertical or horizontal line
segment, which approximates the focused laser spot geoifégty aspect
ratio).

the block, near the sample, with graphite paste. The tempera-
ture sensor controll& (Omega Engineering CN9000/sro-
vided a built-in calibration curve, which was recalibrated at
273.15 K by immersion of the sensor in an ice—water bath;
the built-in calibration curve was assumed to be accurate
after the one-point recalibration. For the elevated- : . .
temperature measurements, heater coils were placed around 1.8 1.9 2.0
the sample mounting block. Each time the heater current was photon energy (eV)
changed, a time interval of 30 to 45 min was allowed for the
temperature t,o,r,eaCh a Steady_State V,alue be,fore starting tr(|§x=0) and three AlGa _,As films with differing compositions, acquired

PL data vaU}S't'OmapprOX'matelly 1 min duration with excitation photon energy2.54 eV, excitation intensity 41 W/cn?,

The ambient temperature in our setup was controllecind sample temperature298 K. The Al mole fractions measured by
only by the building heating and cooling system; ambientRHEED and WDSxXgeep @ndXwps, are shown. The measurement uncer-
temperature variationsfrom the long-term average of tainties ofXgueep andxyps (least significant digitsare shown in parenthe-
~24°C) | 2K T d th t ses.(b) Room-temperature PL spectrum of 8la, ,As film B217 with
- ) were as arge_ as - 10 measure _an_ us correc Xwps=0.3057. Experimental data are shown as open squares, fitted model
for the effect of ambient temperature variation, the sampl@unction is shown as a solid line. Only every fourth data point is plotted to
temperature monitored by the platinum resistive sensor waigprove visibility. The data and fit are replotted on a semilogarithmic scale
recorded for each “room-temperature” PL spectrum. in the inset.

Another experiment was done to measure sample heat-

ing by the laser begm. In this experiment, a sgt of sixteen Pkingle asymmetric bell-shaped peak skewed toward high en-
spectra were acquired from one sample, with laser powegrqy (j.e., the high-energy tail is broader than the low-energy
alternating between the standard power of 0.0501 Wgj) g, . increases with increasing Al fraction, as re-
(peak intensity-41 W/cnf), and a lower power of 0.0157 ported previously° Figure 2b) shows a representative PL
W (peak intensity-13 \_N{cn’?) for con_secutive spectra. If spectrum of sample B217, witty,ps=0.3057, as well as the
the temperature coefficient dpy peax IS known, then the  fitted model function. An inset to Fig.(8) shows the same
shift of Ep_ peaxWith excitation power can be equated t0 a gata and fitted function plotted on a semilogarithmic scale. It
laser-induced temperature rise. . . ~_ can be seen that both the high-energy and low-energy tails
Samples were examined for possible spatial variation of,aye exponential forms. This is important for the selection of

EpL peakby recording spectra from several discrete locationgne model function, as discussed in the Appendix.
on the specimen surface. A “criss-cross” pattern of twelve

PL measurements from ten locatiditscluded repeated mea- g Temperature dependence
surements of two locationswas defined to standardize
sample-to-sample comparison of the spatial variation. The 1ne temperature dependence Bb pea for sample

test pattern for spatial variation is illustrated in Fig. 1. B217, and the best linear fiip peak T1, are plotted in Fig. 3.
(Error bars are not shown in Fig. 3 because the measurement

11l. RESULTS AND DISCUSSION uncertainty ofEp el T] is small compared to the vertical
scale) The slope of the fitted line, which gives the tempera-
ture coefficient op el T] Near room temperature, will be
Representative PL spectra of four samples are shown idenotedEr, . By examining the variation dt, for samples
Fig. 2(@). The PL spectrum of each sample consists of awith differentx values and carrier concentratiofms, an em-

2.0

PL intensity

EG. 2. (@) Room-temperature PL spectra of a GaAs homoepitaxial film

A. Photoluminescence line shape
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FIG. 3. Temperature dependence Bf .. for sample B217. Data are 3 b
shown as open triangles, best linear fit is shown as a dashed line. The  ~ .3 0x10*4° ( ) L L
uncertainty of Ep peqc for these measurements is of the order 1.5 { ! s
x 1074 eV; error bars are not shown because of the small magnitude of the > 3.5x10™ o S o
uncertainties relative to the plot scale. I -3.5x \ P /
— N .
c - \ )
= -4.0x10™ © P
F (%0 <
pirical equation was derived for the dependenc&ff on x T -45x10* ] Yo o g r
. . . . /
andn (wheren is taken to be a signed quantity, positive for ®o
; -5.0x10 - y T T
holes, negative for electrons TIx10° . Ox10®  1x10°  2x10°
Elo(eV/IK)= —(4.74+0.23 X 10 4~ (2.71+0.97) sgn[n]|n|¥3

X 10 *x+ ((1.05+0.16)x 10~ 1°
—(0.29+0.1)x 10 %sgrin])|n|*3. (1)

(A comment on mathematical notation: Square brackets
are used to indicate functional dependence, e.g.[nggn
EpL peat T]-) To better display the variation & o[ x,n] with

x and withn, two additional functions are define@q[ x]
and Hig[n], where G, is obtained by subtracting the
n-dependent terms fror&;,[ x,n], andHyy[n] is obtained
by subtracting thex-dependent terms. The function defini-
tions are

GiolX]=Efo—(1.05<10 *°-0.29
x 10" sgrin])[n|*?, 2
Hio[n]=Efo+2.72X 10 *x. ©)

Grolx] is plotted against in Fig. 4@), andHo[n] is plotted
against sgim]|n|*?in Fig. 4(b).
Previously, Lautenschlageet al’® and Logothetidis

FIG. 4. (9) Temperature coefficient dp_peqcWith n-dependent term sub-
tracted,G1o[ x]= Efo— (1.05x 107 29— 0.29x 10~ ¥ sgrin])|n|*3, plotted as
function of Al fractionx. Data are shown as open circles, best linear fit is
shown as a dashed lindb) Temperature coefficient oEp peqx With
x-dependent term subtractedli;[n]=E},+2.71x10 % x, plotted as a
function of sgiin]|n|Y® wheren is the carrier concentration. Data are shown
as open circles, best fit is shown as a dashed line.

Eq. (1), is probably more accurate than Ed) because of the
larger sample setl4 rather than 4 sampleand the higher
accuracy of the compositiofx) measurements.

C. Laser heating effect

The results of the laser beam heating measurement with
alternating high and low excitation intensities, for sample
B395 withxyps=0.365, are displayed in Fig. &p| peaxval-
ues for the eight measurements at the higher peak intensity
(41 Wicnf) are plotted as open squares, d pearvValues
for the eight measurements at the lower peak intendig/

et al}* did a detailed study of the temperature dependence diV/cn?) are plotted as open triangles in Fig. 5. The average
the direct band gap and other critical point energies in GaAvalues ofEp peqcat the higher and lower intensity are shown

and in three AlGa _,As films with nominal compositions
(determined from “x-ray studies and frof, andE; energy
gaps at room temperaturg”of x=0.27, x=0.53, andx
=0.69. Equation(4) for the temperature coefficient of the

as a dashed line and a dashed—dotted line, respectively. From
the peak shift of-4.3x 10" % eV on going from the lower to

the higher intensity, and the fitted temperature coefficient of
—5.25x 10 “ eV/K for this sample, the calculated tempera-

direct band gap near room temperature was derived from theeire rise within the laser-excited region is 0.82 K, as indi-

functional results of Lautenschlager al1® and Logothetidis
et a1

Eto(eV/K)=—4.60x 10" 4—2.36x 10" “x. (4)

If the carrier-concentration-dependent term in Ef. (not
considered by Lautenschlageet al’® or Logothetidis
et al'¥ is neglected, then Eqé4) and (1) are seen to agree
within the measurement uncertainty of Ed). Our result,

cated by the downward-pointing arrow in Fig. 5. If the tem-
perature is assumed to increase linearly with excitation
intensity, then the temperature rise from zero intensity to 13
W/cn? is calculated to be 0.38 K, as indicated by the
downward-pointing dashed arrow in Fig. 5. Further, the total
temperature rise from zero intensity to 41 Wfcia calcu-
lated to be 1.2 K. For the samples with the largest tempera-
ture coefficient,Eq,=—5.3x10"* eV/K, this temperature
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1.9326 l ‘ ‘ ‘ ! EPL,peal[Ta,std] = EPL,peal[Tsensol
a o ‘: ok L - E‘,I'O[X! n](Tsensor_ Ta,std)- )
< 1.93244° S e
K . From here on, unless otherwise noted, the reported values of
E - EpL peakWill be assumed to be the temperature-compensated
2 1.9322 1 AT=+0.82 K values from Eq.(5). As just pointed out, at the standard
T excitation intensity, the temperature of the laser-excited
i sample volume, denoted,., is estimated to be 1.2 K
193201 °_ P higher than ambient. Thus, &, yq—24 °C, the temperature

of the laser-excited volume B, = 25.2 °C=298.3 K.

Any errors in the ambient temperature measurements
will give rise to errors in the temperature-compensation pro-
FIG. 5. Test of laser beam heating with alternating lower and higher excicedure. From Eq5), an uncertainty of @&y gensorin the tem-
tation intensity, for sample B395 witkyyps=0.365. A total of sixteen PL perature correction termT{ensor Tastd Will contribute a

spectra were acquired, eight spectra at peak intensity of 13 %Wrea- ' .
surements 1, 3, ..., 15and eight spectra at peak intensity of 41 Wicm factor (ETO[X’n])(ZUTvse“SO) to the overall measurement un

(measurements 2, 4, ..., 16The peak intensity is the intensity at the center CE€MaiNty of Epy peal Ta sl A procedure for estimating the

of the focused laser spptindividual Ep, peqvalues measured at the lower magnitude of this contribution to the uncertainty is discussed
and higher power are shown as open triangles and open squares, respgg-Sec. ||| E.

tively; the averageép peoValues measured at the lower and higher power

are shown as dashed-dotted and dashed lines, respectively. The calculated

increases in sample temperature from zero intensity to 13 W//and from
13 Wicnt to 41 W/cnf?, are also showrivertical arrows.

4 8 12 16
Measurement number

E. Calculation of the average value and uncertainty of
Epi peax fOr each sample

rise would correspond to a shift ifEp peqc Of —6.4 f rmTr:jeWai\tr;]il:]lentl—éempgtrr?tur?i F(;mefast::emerr:sl WereII &er-
X 10" 4 eV. Note that the laser-induced heating was not de® fr wer a ir ccj)in peinol ‘ r@(])msz zs;wiﬁs,far €
tected by the platinum resistive temperature sensor, whicRPECtra were acquire asingie one oay, o
other samples, spectra were acquired in multiple (difter-

\t/)v:asnTounted near the sample but not illuminated by the Iaseerm days within the 16 month peripdBetween 5 and 42

The higher excitation intensity of 41 W/éwas selected ngggg Ws:enﬁcoégzgnfg;t?:ﬁrgf?& p:jeét\;”tshhgwms'r:'hn;?r?o?f:t
as the standard excitation intensity for the PL compositio P P : ’

measurements. In principle, it would be preferable to run at fast some samples, the long-term or run“—_to—run Yanguon
lower intensity, in order to reduce the laser heating effect an f Epy peaiS larger than the short-term or “intrarun” varia-
associated temperature gradients in the sample. However, t Q" Fpr samples with multlp_le runs, it was therefore decided
41 Wi/cnt setting was necessary to get data with good signaIJEO weight each run equally in F:alculatlng the long-term av-
to-noise from the samples with the lowest carrier concentras' 29¢ _and stat!stlt_:al uncertainty @p peaio rather than
tion and lowest PL efficiency. The magnitude of the Iaser—v.velglhtlng each |n(_j|V|duaI spectrum equally, on t_he assump-
induced heating effect at the standard excitation intensity igon that the data is best represented in a statistical sense by

expected to be similar for all sampldéprovided that all giving equal !mportance to each un. . .
samples have similar thermal properjies For conciseness, the following notation will be used in

discussing the calculation of the average value and uncer-

tainty of Ep| peaw Each sample will be referred to by an

index numbers. The total number of runs for sampewill

be denoteK[s], and the index of an individual run will be
As just pointed out, the ambient temperature varied bygenotedk (for samples, the range ok is thus 1 toK[s]).

up to =2 K. For the samples with the largest temperaturethe number of spectra acquired within a given kuwill be

coefficient, Ero=—5.3x10"* eV/K, temperature fluctua- denotedi[k], and the index of an individual spectrum wil

tions of this magnitude would caus®p pea t0 Vary by  pe denoted (for runk, the range of is thus 1 toJ[k]). The

+1.1X10°° eV. Asimple procedure was developed to com-total number of spectra acquired for samsie all runs will

pensate for the ambient temperature fluctuations. First, thge denoted\[s]=3,_; s J[k]. Finally, the peak PL en-

ambient temperature read by the platinum resistive sensogrgy for samples, run k, spectrumj will be denoted
denoted Tge,sop Was recorded for each PL measurementg,, veak] K,S].

Second, the sts_;ln_dard ambient temperature was _defined to be With this notation, the average value &1 poak fOr

Ta 5= 24 °C (similar to the long-term averageThird, the  samples, runk is

calculated temperature coefficient of each samiglg, from

Eq. (1), was used to transfor.rEpL,peakfrom the measured Eavd K,S1=(1U[KD) 2| -1 ;k1EpL peak K, S], (6)
value at the measured ambient temperafligg,s., (Where

Teensormay be different for each PL measuremettt the  and, applying the assumption that each run should be equally
predicted value at the standard temperalilyg,y. The equa-  weighted, the overall or long-term average valueEgf peax

tion for this transformation is for samplesis

D. Correction for ambient temperature fluctuations
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Etong-ternt S1= (UK[S]) Zy= 1 k51 Eard . S] e E——— ’
= 2= 1K[s1Z]=1[K] 04 s s L
{Eptpeal ] k,SI/(J[KIK[S])}. Y < ' o
It can be shown that the statistical uncertaintyeQf,g.termf S % 0.0 & o
(sample standard deviation from the mg&n 2 a2 v
w i o & v
O'E,sta[s] 04
={(N[s]/(N[S]—1)) 2= 1x[s]Zj=1,0[K] 08 , , ,
. 0 4 8 12
(EPL,peaI[J vkvs]_Elong—tern[s])z/(J[k]K[S])}O'S- tS) Run number

(The effect of the_ prefactorN[ s]/(N[s] __1) is tc_’ make FIG. 6. Calculated temperature sensor errors for samplesBpithe.cdata
Ok «tal S] Undetermined, rather than zero, if there is only onefrom at least three different runs. The temperature error for each run is
data point for sample (N[s]=1).) shown for samples B21%squares B215 (triangleg, B309 (circles, and
In addition tooe sta[s]v two other terms may contribute B395(|n\(ert9d triangles The calculat'ed uncertainty of the temperature sen-
' . sor reading is shown as a dashed liner{2q,s,;=0.62 K).
to the measurement uncertainty Bf,q-«nf S]. As already ’
measured, temperature measurement error will contribute a

term (Eto[X,n]) (207 sensol t0 the overall measurement un- 20 s1=1402 [s]+4g2 '2rs1+1.63
certainty, where @7 ¢ensorS the uncertainty of the tempera- € jong-ter S| {40 stal ] T.sensof-7ol S]+ 1.
ture correction term Tsensor Ta.std- The magnitude of this X 10 *Ejgng el ST} 2. (10)

term is estimated by assuming that, for samples with dat
from multiple runs, the differences between the single—rur‘;[here is some “error double counting,” because the

ver E Eq. nd the long-term aver . . .
averages ot PLvP?ak[ g.(6)] and the long-term ave aQEq temperature-compensation error, the second term irf1Ex;.
(7)] arise primarily from the temperature-compensation error, . ) T I

L . - also contributes to the observéthtatistical”) variation of
In other words, it is assumed that there is a small error in th

temperature sensor reading that varies on a long time sca‘llzer"-’pea'[J K,s], the first term in Eq(10). The error double

(between runs Comparison of the sensor readings with counting was found 1o iNCreaserg jong-ernt ] bY NO more
. . than 10%; therefore, no effort was made to remove this ef-
other temperature measurement devices supported this h Get. The calculated values ofog 1] (of the order
pothesis(Note that the possible contribution of spatial inho- Y ,long-ternt
) . . 5X10™* eV for most samplesare listed in Table I.
mogeneity to the run-to-run variation d@&,,Jk,s] is ne-
glected in this model. As discussed in Sec. Il F, the spatial

inhomogeneity effect is to small to explain the observed runf: Mapping of spatial inhomogeneity

Riote that for samples with data from several rgRgy. 6),

to-run variation ofE,,J k,s] for most sampleg. To assess the spatial variation®s,_peq, measurements
According to this above model, the magnitude of thewere taken from several different locations on the surface of
temperature-compensation error for sampleunk, is each sample. The “standard spatial scan pattern” shown in

_ _ , Fig. 1 was used for most of the samples. A few samples
o sensdk 8] = (Eaud .81~ Eiong el SI/Erol I, (9) suffered breakage before measurements could be done. For
where Eto[s]=Eqo[x[s].n[s]] is the temperature coeffi- the broken samples, different spatial scan patterns were used
cient from Eq.(1). The calculated values ef; ¢ensdk,S], for  than shown in Fig. 1. Note that, in the standard pattern, spot
four samples with data from at least three runs, are plotted i® matches spot 1 and spot 12 matches spot 7; also, the cen-
Fig. 6. The overall uncertainty@r censoriS €quated to twice ters of spots 3 and 9 intersect. The positioning accuracy
the rms value of et ensdk,S]; the calculated value, within each half of the scan, that is from spot 1 to spot 6
207 sensor= 0.62 K, is shown in Fig. 6. For the samples with (repeat of }, and from spot 7 to spot 12, is approximately
the largest temperature  coefficient, E;,=—5.3 0.02 mm, determined by a micrometer-drive translation
X 10 * eV/K, the measurement uncertainty Bfong-ternl S] stage. However, because the sample was remounted on the
due to the temperature uncertainty4s3.3x10 4 eV. The  holder between the measurement of spots 6 and 7, the accu-
corresponding uncertainty in the Al fraction determined fromracy of the beam positioning between the two halves of the
PL (as discussed nexis +2.3x 10 4. scan was much lower; the distance between the centers of
The final term known to contribute to the measurementpots 3 and 9shown to intersect in Fig.)Inay be as high as
uncertainty ofE,gngeml 8] is the wavelength scale uncer- 1 mm.
tainty of 0.05 nm, which equates to a photon energy scale The spatial scan pattern results for two samples from
uncertainty of (0.05/1239.E)ong_te,m2[s]. The wavelength reactor B, denoted B380 and B394, and two samples from
uncertainty makes a negligibly small contribution comparedreactor A, denoted A117 and A119, are plotted in Figa)-#
to the other terms. 7(d). This group of samples was selected to demonstrate that
Adding the statistical uncertainty, temperature-the magnitude of the inhomogeneity varies from sample to
compensation uncertainty, and wavelength uncertainty isample. Note that, in Fig. 7, a coordinate of 0 mm indicates
quadrature, the total measurement uncertaint,Qf;-ernl S| the center of the sample, that is spot 3 for “diagonal 1,” or
is found to be spot 9 for “diagonal 2.” Note also that the-axis (Ep pea)
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TABLE |. Some important experimental and fitting parameters for the examined samples: Column 1, sample name; column 2, PL peak energy and
measurement uncertainBp, pealk S+ 20°¢ o[ S]; column 3, WDS composition and measurement uncertaiqfyg s]= 204 s]; column 4, RHEED com-

position and measurement uncertaintypd s]=20,[s]; column 5, fitted{PL|WDS} composition and calculated uncertainty, jwpgl S]* 2075 s]; column

6, component of uncertainty afp g that arises from PL energy uncertainty; column 7, component of uncertainty @fps, that arises from uncertainty

of the slopedxwps/ IEp, pea Uncertainties are shown in the least significant digits, i.e., 1.428726s read as 1.423 260.000 47. It is assumed that

=0 exactly for sample B213. The first fifteen rows show the samples included in the PL-composition calibration set; the last six rows show the samples
excluded from the calibration set. The WDS composition of sample A128 was not measured; the last three data columns for A128 are therefore based on

X(pLrreep; ather tharkp wos; -

EpL peart 20¢€ 203 (EpL 204 (slope
Sample (eV) Xwost 2071 XrHEEDY 2072 XpLwpsy + 2073 component component
B213 1.423 2647) 0 0 0 NA? NA?2
B212 1.576 2864) 0.102216) 0.107134) 0.109209) 0.000 51 0.000 70
B215 1.701 0270) 0.195318) 0.195457) 0.198114) 0.000 60 0.001 27
B217 1.851 1687) 0.3057125) 0.3067176) 0.305320) 0.000 43 0.001 96
B290 1.699 464) 0.197220) 0.197@58) 0.197G14) 0.000 51 0.001 27
B293 1.699 4847) 0.198@16) 0.198460) 0.197Q14) 0.000 47 0.001 27
B299 1.703 840 0.199705) 0.1997155) 0.200114) 0.000 44 0.001 29
B310 1.450 7642 0.018720) 0.021109) 0.019605) 0.000 45 0.000 13
B315 1.616 88) 0.136@20) 0.139443) 0.138110) 0.000 47 0.000 89
B380 1.702 589 0.201G20) 0.197119) 0.199214) 0.000 43 0.001 28
B394 1.809 1650 0.2775%30) 0.271729 0.275319) 0.000 54 0.001 77
B395 1.931 7868) 0.365135) 0.362433) 0.362724) 0.000 59 0.002 33
B396 1.542 0847) 0.085&20) 0.081@10) 0.084807) 0.000 47 0.000 54
Al17 1.693 50108 0.190836) 0.2007130) 0.192815) 0.000 84 0.001 24
A119 1.705 94212 0.200830) 0.201840) 0.201620) 0.00155 0.001 29
B274 1.687 8649 0.201G28) 0.198859) 0.1887113) 0.000 48 0.001 21
B309 1.745 1470 0.220Q50) 0.239966) 0.229616) 0.000 60 0.001 47
B373 1.706 28124 0.195215) 0.201%26) 0.201916) 0.000 95 0.001 30
B379 1.711 72160 0.200610) 0.195822) 0.205818) 0.001 19 0.001 32
Al21 1.720 67111) 0.201125 0.2026120 0.212216) 0.000 86 0.001 36
Al128 1.703 50785 NA? 0.199770) 0.199858) 0.005 61 0.001 51

aNA indicates not applicable.

range is different for each plot: 0.0006 eV in Fig(ay In the context of composition SRMdevelopment, the
0.0012 eV in Fig. ®), 0.0022 eV in Fig. ), and 0.0040 results of Fig. 7 indicate that PL spatial variation measure-
eV in Fig. 7d). ments may be used to select the more homogeneous wafers
The error bars on each data point in Fig. 7 represent awith inhomogeneity below some arbitrary limifrom an
“fixed-location single-run” uncertainty, denotedo2,ed s, initial set of wafers with varying amounts of inhomogeneity.

which excludes spatial inhomogeneity, because that is th®nce an upper limit to the inhomogeneity of a particular
variable under examination in Fig. 7, and also excludes longwafer is established by PL, the wafer could be diced. Pieces
term or run-to-run drift. The magnitude ofo2,dS] is  of the original wafer could then be further analyzed by direct
smaller than Zrg jong-rerml S1, Which includes inhomogeneity composition measurement methods, including destructive
and long-term drift. From repeated fixed-location single-runmethods, with the knowledge that the Al mole fraction is
measurements, @4 S] is estimated to be 1610 eV  the same for each piece within the established inhomogene-
for most samples, including those examined in Fig. 7. ity limit.

In Fig. 7, the samples are displayed in order of increas-  Finally, it should be pointed out that the effect of spatial
ing inhomogeneity, from B380 to A119. As indicated by variation is already included in the calculation of
these results, samples from reactor A are generally more ir2og jong-ernk S1 [EQ. (10)], because this calculation is based
homogeneous than samples from reactor B. Sample A119 isn measurements from different sample locatitthe spatial
the most inhomogeneous sample included in the PLscan patterns discussed herBhus, the previous expression
composition calibration set; for this sample, the largest obfor 20 jong-ernl S| do€s not need to be modified.
served spatial variation of the PL energy WA&p peax
=0.0033 eV. With the calibration curve discussed next, this o n
corresponds to a composition variatidn=0.0023. Note G. Calibration curves for composition dependence of
that, for samples B394, A117, and Al119, the variation ofEPLpeak
EpL peakfor repeated measurements of the same location, that  Of the total of 21 samples examined, 15 samples were
is spots 1/6squares at-5 mm) and spots 7/12triangles at  included in the PL-composition calibration séhe pure
—5 mm), is much smaller than the variation between differ-GaAs film and 14 alloy filmsand 6 were excluded. One of
ent locations. This observation confirms that the spatial inthe A reactor sample&esignated Al128and one of the B
homogeneity effects are real, and not artifacts due to randomeactor sampleB309) were excluded for excessive inhomo-
measurement error. geneity, as seen in the spatially resolved PL reqHig. 7).
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FIG. 7. Measured spatial variation B peqcfor five samplegfollowing the “test pattern” shown in Fig. 1 For clarity, diagonal 2 locations are plotted with
an arbitrary horizontal offset from diagonal 1 locations. Note that the plgtteds (photon energyrange is different for each sampl@ sample B309; with
Xwps= 0.2200,(b) sample B380; withkyps=0.2010,(c) sample B394; with«ps=0.2775,(d) sample A117; withxy,ps=0.1908, ande) sample A119; with
Xwps= 0.2008.

The discrepancy between the RHEED and WDS results for By combining Eq.(11) with Eq. (1) (that gives the tem-
sample B309, and inconsistencies between different RHEERerature coefficient oEp| eq), an expression for both the
measurements of A12&his sample was not examined by temperature and composition dependence Ea’t,peak is
WDS), provided further evidence for inhomogeneity in thesegptained:

two samples. In addition, one of the A reactor samples

(A121) and three of the B reactor sampl@&274, B373, and

B379 were excluded for high carrier concentration, which

caused a noticeable shift &p_pear. The carrier concentra-

tion effect will be discussed in more detail later. A plot of PL 2.0 : . : -
energy,Ep| pear VErsus WDS compositionps, as well as =
the best linear fit to the data, is shown in Fig. 8. The data H/
points are seen to follow a linear ralation to good accuracy. S 18 /zr/ L
The equation of the best-fit line is 2
s -
EPL,peak: (:|.40:|.7-_F 000900 EVXWDS+ 1423 26 8\. /,”/
& 1.6 A R -
+0.00047 eV. (11 w o
The inverse equation, which can be used to predict the com- [3,13’/
position as a function of PL peak energy, is 1.4 : - .
0.0 0.1 0.2 0.3 0.4
X(pwps = (0.7134+0.0046 eV )(Ep| pea 1.423 26 Xwps
+0.00047 eV. (12 FIG. 8. Linear correlation between PL peak energy pea and WDS

composition, xyps for calibration set of one GaAs film and fourteen
The notationx;p wpg iS Used to indicate a value derived Al,Ga ,As films. Data points are shown as squares, and the best linear fit

from correlating the measured ValUES@L,peakand XWDS - to the data is shown as a dashed line. The uncertaingppfeaxfor most

In other wordsx can be determined from the PL data only samples _shown |n.th|s plot,_ taking into accourjtlllong.;-term temperature drift
. . . and spatial nonuniformity, is of the orderxBL0™* eV; error bars are not
after the PL results are calibrated against a direct compoSknown because of the small magnitude of the uncertainties relative to the

tion measurement method. plot scale.
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L ) - FIG. 11. Room-temperature PL spectra from four undopedntype
FIG. 9. Deviation between fitted PL composition and measured Compos'éamples Withxyyps~0.2: B299 (undoped, B380 (n|=1.3x 10 cm?)

tion, Xpuwps; ~ Xws OF XjpuRHEED ~ XRHEeD. Plotted as a function of mea-  go15 (n|=7.2x10' cm3), and B373 [n|=6.4x 10 cm™3). To sim-
sured compositionyps OF Xgyeep- Data for {PLWDS} fit are shown as plify comparison of the line shapes, the energy scale for each spectrum is set
squares, data foiPLIRHEED; fit are shown as triangles. t0 E—Epy peak the peak intensity of each spectrum is rescaled to unity, and

spectra are offset vertically. The peak energy=Ep, peqy is indicated by a
vertical dashed line.

EpLpea= {1.4017£0.0090 eV~ (2.71+0.97)
X 10”4 eV/K) (T exe— 298.3 K }Xwps
+1.42326-0.00047 eV-(4.74+0.23
X 10" 4(eV/K)(Texe— 298.3 K)
+((1.05+0.16 X 10 1°—(0.29+ 0.11)

ence betweeWEp pead IXwps and JEp| pead IXrreep IS 4
X 10 % eV, much smaller than the uncertainty of either
slope. The close agreement between the fitted values of
IEpL pead PXwps aNAIEp| pead IXrreep (better than expected
from the error analysjsmay be fortuitous.

Table 1 lists the values of several important parameters
X107 %sgn])|n|Y¥(Te—298.3 K. (13  for all of the examined films: column 1, sample name; col-

As discussedT . is the actual temperature of the PL exci- umn 2, PL peak erllergy and measurement .L_mcertalnty
tation volume, andl,.=298.3 K is the value of this tem- EpL peak 1+ 20 toral SI; _column 3, WDS composition and
perature with the standard experimental conditions used iﬁwgaEsEu[r)ement unggrtalntwvéDS[s]iZUX[s], column 4’,

the present study. Equati@h3) can thus be used to calculate composition  an measurement  uncertainty,

PL-composition calibration curves at other temperatures nedfRHeed S1+ 20 s]; column 5, fitted{PL|WDS} composi-
“room temperature.” tion from Eq.(12) and calculated uncertaintyyp jwosy[ ]

When Epp pea S correlated withxguego rather than +20,[s]; column 6, the contribution to the un_ce_rtainty of
xwps, the slope of the best-fit linganalogous to Eq1l)]is ~ XPuwos[S] from the PL peak energy uncertainties of the
found to bedEp, pead Xmrgen=1.4021-0.0106 eV, and the  SAMPI Eptpeak S~ 20¢ el SI) and thex=0 (GaAs ref-
inverse Slopép [analogous to Eq. (12] s erence point (1.423 260.000 47 eV); and finally column 7,
XpLrHEED, | FEpL peai= 0.7132+ 0.0054 eVl The differ- the conFnbqun to the uncertainty ofp wpgls] from the

’ uncertainty in the slope d&kwps/IEp pea=0.7134
+0.0046 eV 1). The two components of the uncertainty of

0.010 Xipuwpsi[ 8] are listed separately because they originate from
; different measurements. The uncertainties in the PL peak en-
@ 0.005 ; % L ergies arise only from the PL measurements, whereas the
2 N % . slope uncertainty arises primarily from the WDS measure-
1 0.000 1%~ — — — — - %— - —% ——————— - ments. The magnitude of the first uncertainty component
a (column 6 is similar for most samples, while the magnitude
3 -0.005 1 - C of the second componefdolumn 7 increases with increas-
5 : ing X.
X 00104 9 g:gﬁ: g;";é’::g) [ In Fig. 9, the differences between the fitté@l|WDS}
-0.015 | L_©__ nointentional doping s compositions from Eq(12) and the measured WDS compo-

110" 1x10"™ 1x10"™ 1x10"” 1x10™ 1x10"*

In| (cm=%)

sitions, X;p wpg[ S] —Xwpd S], are plotted as a function of
Xwps (squares The error bars shown foKp wps[S]
—Xwpd S] in Fig. 9 are the quadrature sum of the uncertain-

ties of xyps (from the third column of Table)landX;p wps;
(from the fifth column of Table)l In addition, the differ-
ences between the fittd@L|RHEED} compositions and the
measured RHEED compositions, X;pirHeen S]
—Xrueeo S], are plotted as a function ofzpeep (Squares
The error bars shown fot;p |rHeep [ S]— XrHeed S] are the

FIG. 10. Effect ofn- andp-type doping on nominal, fitted PL composition,
Xpuwos; - The differencex;pywpg — Xwps iS plotted as a function of the
absolute value of the carrier concentratigm], for samples with composi-
tions neaxyps= 0.2 and varying carrier concentrations. In the ptetype
samples are represented by squapetype samples are represented by tri-
angles, and an undoped sampilgith carrier concentration too small to
measure, assumed to be'46m™2) is represented by a circle.
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TABLE II. Polynomial coefficients of functiorEg[x], whereEg is the optical band gap of &Ba _,As (determined by PL or another spectroscopic
techniqué¢ andx is the Al fraction, as reported in the present study and previous studies. Coefficients are in eV units.

Constant term Constant term Linear term
(GaAs band (corrected, (corrected, Quadratic
Publication gap 298 K) Linear term 298 K) term Cubic term
Present study 1.4233 1.4233 1.402 1.402 0 0
Casey and 1.424 1.424 1.247 1.247 0 0
Panish(1978
Miller 1.42 1.42 1.45 1.45 -0.25 0
(1985
Aspnes 1.424 1.424 1.721 1.721 —1.437 1.310
(1986
Kuech (1987 1.512 1.420 1.455 1.402 0 0
Lambert not reported not reported 1.287 1.234 0 0
(1987
Oelgart 1.425 1.425 1.35 1.35 0 0
(1987
Bosio 1.5152 1.4232 1.480 1.427 0 0
(1988
Huang(1988 1.424 1.424 1.427 1.427 0.041 0
Wasilewski 1.515 1.423 1.403 1.350 0 0
(1999

quadrature sum of the uncertainties x§.zep (from the  decrease with increasing carrier concentration, starting at
fourth column of Table )l and Xpurreen (ROt shown in  concentrations as low as10'® cm™3, which is proportion-
Table ). The typical magnitude of the difference between theally larger than the increase of the FWHM. In Fig. 11, PL
fitted line and the data is seen to be similar for fRe|WDS}  spectra from four samples witkypg~0.2 are compared:
and{PL|RHEED; regressions. B299 (undoped, B380 (n|=1.3x10'% cm~3), B215 (n|
=7.2x10% cm™3), and B373 [n|=6.4x 10" cm ®). The
energy scale for each spectrumbs-Ep peqfs] (i.e., the
The effect ofn- and p-type doping on the nominal PL spectra are shifted horizontally to align the peakesd the
composition,Xp wpg from Eg. (12), is shown in Fig. 10, peak intensities are rescaled to unity. The decrease in the
where the differencep wog[S]—Xwpd S] is plotted as a peak sharpness causes the measurement uncertainty of
function of carrier concentration for samples wiltyps  Ep_peaktO increase in the more heavily doped samples. The
~0.2 and varying doping levels. The carrier concentration ofixed location, single-run uncertainty &p pcac(a@s defined
the sample with no intentional doping was too small to meaherein is ~1.2x 10 3 eV for sample B373, as compared to
sure; a carrier concentration of #@m™ 2 is assumed for this ~1.5x10"“ eV for the low carrier concentration samples.
sample. The error bars shown e wpgl S]—Xwpd S] in The high sharpness of the PL peak at low carrier con-
Fig. 10 are the quadrature sum of the uncertaintiesygfs  centrations can be explained by a recombination model pro-
(from the third column of Table)land X;p wos; (from the  posed by Grilliet al*® and Venu Gopakt al'® in PL tem-
fifth column of Table ). The difference X;pwpslS] perature dependence studies of high-purity GaAs. According
—Xwpd S] is seen to become positive for heamwtype dop-  to this model, the observed band-edge PL spectrum is a sum
ing and negative for heayy-type doping; in other words, the of two bell-shaped peaks with similar peak intensities but
PL peak energy shifts upward for heamtype doping, and differing linewidths, corresponding to distinct recombination
downward for heavyp-type doping. Samples witin-type  processes: A relatively narrow excitonic pegesent even
carrier concentratiofn|>10"" cm™3, or p-type carrier con- at room temperatujeand a much broader free-electron-to-
centration|n|>2x 10" cm™2 were thus excluded from the free-hole peak. The peak energy of the summed line is thus
PL-composition calibration set. Figure 10 indicates that car“pulled” toward the relatively narrow excitonic peak, al-
rier concentrations up to these limits are acceptable for PLthough the integrated intensity is dominated by the broader
composition measurements with an uncertainty-0£003 in  free-to-free peak.
the value ofx. If a smaller uncertainty were specified, then We suggest that the Gritfi and Venu Gopaf model is
further examination of the doping effects would be applicable to the lower carrier concentration samples in our
necessary. study, and that the measurgg, ,c.cvalues of these samples
The full width at half maximum(FWHM) of the PL  are mainly determined by the excitonic component. We did
spectrum increases with increasing carrier concentratiomot try to deconvolute the excitonic and free-to-free compo-
Further, the curvaturéor “sharpness) of the peak shows a nents of the PL spectrum in the curve-fitting proced{sme

H. Impurity doping effects
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TABLE Ill. Measurement methods used to determine functityix], whereEg is the optical band gap of 4Ga_,As (determined by PL or another
spectroscopic techniguandx is the Al mole fraction, for present study and previous studies.

Measurement method for

Measurement temperature

Publication Measurement method for Eg for Eg
Present study WDS/EMP£checked by PL spectroscopy, peak 298 K
in situ RHEED) energy from curve fitting
Casey and Panis{i978 EMPA (composite of PL peak energy 297 K
(curve A earlier studies (composite of earlier
studies
Miller (1985 EMPA (with standards PL peak energy “room”
(curve B including AlCu alloy)
Aspnes(1986 “target” composition in spectroscopic ellipsometry room
(curve O LPE deposition system
Kuech (1987 NRRA PL peak energy 2 K
(curve D
Lambert(1987) x-ray diffraction, PL peak energy 2 K
(curve B 004 peak rocking curves
Oelgart(1987) EMPA PL peak energy 300 K
(curve B
Bosio (1988 EMPA Transmittance spectroscopy 2K
(curve G (exciton absorption peak
Huang(1988 NRRA Photoreflectance room
(curve H
Wasilewski(1999 Al and Ga atomic arrival PL peak energy 8 K

rates determined from
x-ray diffraction of multilayer
“calibration” structures

(curve )

Appendi¥, as this would have significantly increased the
complexity of the model function.

I. Comparison with previous results

In this section, the composition dependence of the PL
peak energy given by Eq$ll) and (13) is compared with
results previously reportéd®in the literature for the com-
position dependence of the Al,GaAs band gap energy, as
measured by PL or other spectroscopic techniques such as
transmittance or photoreflectance.

Some of the previous measurements were done with the

AEpy peak0—298.3 K]=—0.0920-0.0005 eV

—(0.0526:0.0190 eVx.

(14)

Table Il lists the polynomial coefficien{aip to third or-

o o

o o

=t I}
1 1

AE(X) (eV)

sample at low temperaturel €10 K), while the present N\ B
study and other previous measurements were done at room -0.01 A \\ B -
temperature T=298.3 K in the present stuglyA tempera- N
ture correction term was added to the low-temperature results -0.02 1 AN Tt
to assist with comparison to the room-temperature results. N :

0.0 0.1 0.2 0.3

The temperature correction term was calculated by first ex-
trapolating Eq.(13) from T=298.3 K toT=0K, and then

Al fraction (x)

multiplying the resulting equation by a factor of 0.65 to 0b- ki 12, pifferences between the composition-dependert() parts of

the functionsE[ x] determined in previous studies, and in the present study,
=—0.0920+0.0005 eV for pure GaAq.The factor of 0.65 whereEg is the optical band gap of fBa_,As (determined by PL or

; nother spectroscopic techniguend x is the Al fraction.[Curve A: Casey
accounts for the decrease of the magnitude of the temper%nd Panisi{1978 (see Ref. 2 Curve B: Miller (1989 (see Ref. B Curve

ture coefficient oprL,peak_with decreasing temperature, due ¢. Aspnes(1986 (see Ref. 4 Curve D: Kuech(1987) (see Ref. 5 Curve
to freeze out of the lattice thermal expansidip, peax for E: Lambert(1987 (see Ref. & Curve F: Oelgarf1987 (see Ref. J. Curve
pure GaAs is equa| to 1.5153.0002 eV at low temperature G: Bosio(1988 (see Ref. 8 Curve H: Huang 1988 (see Ref. @ Curve I:
(free exciton, from Ref. J5and to 1.4233 0.0005 eV at Wasilewski (1997 (see Ref. 10] Note that a correction term for the

. composition-dependent part of the temperature shift between low tempera-
298.3 K (from Table ).] T'he resultlng low-temperature t0 tyre and room temperature was added to the low-temperature resuitss
room-temperature correction Is

D, E, G, and ) to assist with comparison to the room-temperature results.

tain the correct temperature shift AfEp ,0,f 0—298.3 K]
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den of the function Eg[x], as reported in each of the gard’s law; later studies have shown that Vegard's law does
previoug Y studies, as well as the present stud@he nota-  not hold®*in the ALGa _,As system.
tion Eg[x] is used here, rather thaBp, peakX], because The low-temperature results of Kue¢turve D), based
some of the previous studies used other optical spectrosco®? NRRA of the composition, match the results of the
methods, such as transmittance or photoreflectance, to metesent study within experimental error after applying the
sure the band gap. The low-temperature to room- lOw-temperature to room-temperature correction, @4 in
temperature correction terfEq. (14)] was added as re- the Appendix. The room-temperature results of Huengve
quired. Table 1ll summarizes the experimental methods useh), also based on nuclear resonant reaction analysis, show a
to measure the composition and band gap energy in each §Mall but measurable difference from Kueurve D and
the previous studies and the present study. The differencdge present study; the source of this discrepancy is not
between the functionEg[x] determined in each of the pre- known.
vious studies, and the present study, are plotted in Fig. 12. To
generate this plot, the functions were offset slightly to align
the values ofEg[x=0] (GaAs band gap The curve identi-
fication symbols from Fig. 1Zcurve A, curve B, etg.are
repeated in Table Il for convenience.

Further adjustments were made to the coefficients o{Na

Eg[x] reported in wo previous studies to provide algmrewith Al mole fraction 0=x<0.37, and correlated with alloy
consistent comparison between studies. Lambetral. composition as determined iy situ RHEED andex situ

(curve B added an exciton binding energy term to their PL\WDS/EMPA. The measurement uncertain@o leve) of
data, to obtain the free-electron-to-free-hole band gap

Ep| peakWas of the ordert5x 10~ * eV for most films, much
whereas we and most other researchers used the PL peglf%'

- ) aller than the peak FWHM of 0.03 eV. Long-term fluctua-
energy(or other spectroscopically measured engrgnd did  jong in the temperature sensor readaused to compensate

not try to correct for the exciton binding energy. To eliminate¢y, ambient temperature variatiprrun-to-run variations in

this discrepancy, we examined the composition ‘gep,e”de”‘iﬂe temperature gradient between the temperature sensor and
of the actuaEp,_ peqcvalues reported by Lambest al. ,W'thé the sample volume probed by PL, and composition gradients
out their exciton binding energy correction. Bos#oal” 55 4 function of location on the film, are believed to make
(curve G stated that their low-temperatuB§ x] data are fit  aiqr contributions to the uncertainty. Thus, with better

very well by a straight line with a slope of 1.48 eV, but then g mpje temperature control and more homogeneous compo-
adjust_ed their fit by adding a quadratic t_erm in order to matd&ition, the uncertainty 0Ep,_peax CoUld be reduced further.
the direct band gap of AlAs previously reported by prom correlation of the PL and WDS/EMPA data, the slope

7 _ _ . .
Monemat” (Eg=3.13 eV ax=1). If this adjustment were o thop peakVEISUS COMpOsition curve near room tempera-
accepted, then, for consistency, it would be necessary tQ,;e was determined to be JEpy pead Ix= (14017

make similar adjustments to all the other fits to match the. 5 oogg eV)— ((2.710.97) X 10™* eV/K)(T —298.3 K).
AlAs band gap reported by Monemdrin Table Il and Fig.  coyrelation of the PL and RHEED data yielded a value of

12, the empirical linear fit to the data of Bosgéb al’ is thus JEpy pead X Which is indistinguishable within experimental

used rather than the adjusted quadratic fit. _ error from the aforementioned value. Previously published
Inspection of Fig. 12 shows that some of the previouslyeasurements OPEp_ pead ?X Were compared with the

determinedEg[ x] calibration curves differ significantly from present study. The results of Kueehal,® which are based
the present result and from each other. The origins of the, nclear resonant reaction analysis of the Al mole fraction,
measurement erroi@ x or Eg) that give rise to these de- re in good agreement with the present study after addition
viations are not known. It is possible, however, to speculatgyt 5 correction term to account for the effect of sample tem-
about the sources of error in the curves that show the largegk ature OMEp| vead 9% (T=2 K for Kuech® T=298 K for

,pea [

deviation from the present result, namely curves A, C, and e present study Some reasons are suggested for the large
(a difference of greater than 0.02 eV in the predicted value o iation in the values OFEp pead IX reported in the previ-
Eg[x] for compositionsx<0.2). Curve A is derived from ¢ studies. ’

WDS/EMPA measurements and analyses done in the time

period 1969 to 1971see Ref. 2 significantly earlier than

the other studies; the WDS correction algorithfosed to

obtain the chemical composition from the measured WDShppENDIX

EMPA spectra available at that time are believed to be less

accurate than later-developed WDS correction algorithms.  From inspectionFig. 2), the PL line shape is described
The composition for curve C was estimated from the concenas an asymmetric, single-peaked, bell-shaped curve, skewed
trations of the source materials in a liquid-phase epitaxytoward the high-energy side. When the spectral data are plot-
(LPE) system, and is thus susceptible to errors in modelindged on a semilogarithmic scale, as in the inset to Fig),2

of the crystal growth chemistrgAl/Ga incorporation ratin both the high- and low-energy tails are seen to have expo-
The composition for curve E is derived from x-ray rocking nential forms. A function p([ E] with five adjustable param-
curve measurements, with the assumption that the latticeters €pi pear Imax: W, P, ando) that meets all the afore-
constant is an accurately linear function of composi{i/de-  mentioned criteria is defined by

IV. CONCLUSIONS

The room-temperature PL peak emission enegy,peax
s measured for a set of MBE-grown,8la ,As films
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Ip[E]=max s€CHQZ,])F, fitting analysis of the measured spectra was based on the

smoothed asymmetric function, E@.6).
Zl: 20/(1_ O') for E< EPL,peaka

Z,=Zy/(1+0) for E>Ep| peak (15 IT. E. Gills, S. Dittman, J. R. Rumble, C. S. Brickenkamp, G. L. Harris,
. and N. M. Trahey, J. Res. Natl. Inst. Stand. Techd6ls, 315(2002.
Zo=(2W)* (E—Ep| peal 2H. C. Casey and M. B. Panishieterostructure LaseréAcademic, New
York, 1978, pp. 191-194.
Q=(In[2]/P) +In[1+(1—2(=2P)05], 3N. C. Miller, S. Zemon, G. P. Werber, and W. Powaznik, J. Appl. PB¥s.
512(1985.

whereE is the photon energyp, is the PL intensityEpy peak  *D. E. Aspnes, S. M. Kelso, R. A. Logan, and R. Bhat, J. Appl. PBgs.
is the energy at the peak of the lingg, is the intensity at the 754 (1986.
peak,W is the FWHM, the parameteR is correlated with 5T. F. Kuech, D. J. Wolford, R. Potemski, J. A. Bradley, K. H. Kelleher, D.

the ratio of the curvature at the peak to the full widitote ggg’(fég{a"e"’ P.M.'S. Lesser, and F. H. Pollak, Appl. Phys. Beit.
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. . nol. 2, 468 (1987.
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as the"‘asymmetry transition width.” is introduced to re- 12Reference to specific products or trade names does not constitute an en-
. LT w ! e . dorsement by the National Institute of Standards and Technology. Other
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