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High-accuracy determination of the dependence of the photoluminescence
emission energy on alloy composition in Al xGa1ÀxAs films

Lawrence H. Robins,a) John T. Armstrong, Ryna B. Marinenko, Albert J. Paul, and
Joseph G. Pellegrinob)

National Institute of Standards and Technology, Gaithersburg, Maryland 20899

Kristine A. Bertness
National Institute of Standards and Technology, Boulder, Colorado 80305

~Received 19 August 2002; accepted 8 January 2003!

In an effort to improve the accuracy of photoluminescence~PL! measurements of the Al mole
fraction ~x! of Al xGa12xAs alloys, the PL peak emission energy,EPL,peak, was measured at room
temperature for molecular-beam epitaxy-grown AlxGa12xAs films with 0<x,0.37, and correlated
with independent measurements ofx by in situ reflective high-energy electron diffraction~RHEED!
and also byex situwavelength-dispersive x-ray spectroscopy in an electron microprobe analyzer
~WDS/EMPA!. The measurement uncertainty ofEPL,peak was minimized through the following
procedures: Accurate calibration of the photon energy~or wavelength! scale, correction of the
measured spectra for the spectrometer response function, fitting the data with a well-chosen line
shape function, and compensation for the effect of ambient temperature drift. With these procedures,
the 2s measurement uncertainty ofEPL,peakwas of the order 531024 eV for most samples. From
correlation of the PL and WDS/EMPA composition data, the slope]EPL,peak/]x near room
temperature was determined to be]EPL,peak/]x5(1.401760.0090 eV)2@(2.7160.97)
31024 eV/K#(T2298.3 K). Correlation with the RHEED data gave the same result within
measurement uncertainty. Previously published measurements of]EPL,peak/]x were reviewed and
compared with the present study. The results of T. F. Kuechet al. @Appl. Phys. Lett.51, 505~1987!#,
based on nuclear resonant reaction analysis of the Al mole fraction, were found to be in good
agreement with the present study after the addition of a correction term to account for the sample
temperature difference (T52 K for Kuechet al., T5298 K for the present study!.
@DOI: 10.1063/1.1556554#
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I. INTRODUCTION

Chemical composition is one of the most fundamen
material properties of an alloy crystal with continuously va
able composition, and one of the most difficult to measu
Accurate measurement methods for the composition of III
semiconductor alloys, e.g., the Al mole fractionx in
Al xGa12xAs, or In fraction x and As fraction y in
InxGa12xAsyP12y , offer significant practical benefits, suc
as facilitating the exchange of wafers grown by differe
laboratories, and providing more accurate input parame
for device simulations. The desired level of accuracy~abso-
lute uncertainty ofx! depends on the intended application
the data, and is usually stated to be in the range60.001 to
60.005.

Photoluminescence~PL! spectroscopy is commonly use
to estimate the composition of compound semiconductor
loys, based on the linear~or, in some systems, quadrati!
composition dependence of the band-edge luminesce
emission energy. PL spectroscopy, as well as other spe
scopic methods such as photoreflectance, does not dir
measure the major-element atomic concentrations. Ra
the PL energy is a function of the alloy composition, but

a!Electronic mail: lawrence.robins@nist.gov
b!Currently at BAE Systems, Merrimack, NH 03054.
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also influenced by factors extraneous to major-element c
position, such as temperature, strain, and donor and acce
impurities. Thus, PL is described as an indirect~or nonself-
calibrating! composition measurement method. Accurate P
based composition measurements become possible whe
PL results are correlated with direct~or self-calibrating!
composition measurements.

The primary goals of the present study are to minim
the measurement uncertainty of the PL peak energy,EPL,peak,
of Al xGa12xAs films, to minimize any shifts inEPL,peak

caused by extraneous factors~other than Al mole fraction!,
and to accurately determine the functional dependence
EPL,peakon Al mole fractionx in the direct gap composition
range (0<x<0.37). ~Note thatEPL,peakis defined as the en
ergy at which the emitted PL intensity is maximum.! Achiev-
ing these goals will enable accurate PL-based composi
measurements, i.e., quantitative determination ofx from
EPL,peak. This study was performed as part of an ongoi
effort to develop AlxGa12xAs films for composition stan-
dards within the Standard Reference Materials~SRM!
Program1 at the National Institute of Standards and Techn
ogy ~NIST!.

More specifically, a set of 21 molecular-beam epita
~MBE!-grown AlxGa12xAs films on GaAs substrates, wit
compositions betweenx50 andx50.37 and film thickness
7
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of 3 mm, was examined by three characterization techniqu
First, in situ reflection high-energy electron diffractio
~RHEED! measurements of the atomic growth rates dur
the deposition process; second,ex situmeasurements of th
Al, Ga, and As concentrations by wavelength-dispers
x-ray spectroscopy in an electron microprobe analy
~WDS/EMPA!; and third, room-temperature PL. Bot
RHEED and WDS/EMPA are, in principle, direct measu
ment methods forx. However, systematic errors may ari
from the measurement, data reduction, and anal
procedures.

There have been a number of previous studies2–10 of the
dependence of the band gap energy (EG) of Al xGa12xAs,
measured by PL or other optical techniques, onx, measured
by methods such as WDS/EMPA, energy dispersive x-
spectroscopy electron microprobe analysis~EDS/EMPA!, or
nuclear resonant reaction analysis~NRRA!. The results of
the previous studies differ significantly from each oth
Measurements ofx are more susceptible to systematic er
than measurements ofEG , thus we attribute the inconsis
tency of the published results primarily to systematic erro
the reportedx values. We believe that our study is the mo
accurate for the following reasons. First, a larger sample
was examined than in any single previous study. Second
composition of each sample was determined independe
by two direct methods, RHEED and WDS. The root me
squared~rms! difference between these two composition d
terminations within the sample set wasDx50.0040, and the
maximum difference wasDx50.0099. Third, efforts were
made to understand and minimize the systematic error
each measurement~x by RHEED and WDS, optical band ga
by PL!.

II. EXPERIMENTAL PROCEDURE

PL measurements were performed on 21 AlxGa12xAs
films, thickness'3 mm, grown on~001!-oriented GaAs wa-
fers in either of two MBE reactors, designated as reactor ‘
and reactor ‘‘B.’’ Four films were grown in reactor A an
seventeen films were grown in reactor B. The initial wa
diameter during deposition was 5.0 cm to 5.2 cm. The
mole fraction in each film was estimated byin situ RHEED
measurements of the Al and Ga atomic fluxes. Some of
samples were maden-type or p-type conducting by doping
with Si or Be. The room-temperature carrier concentratio
of the samples were determined by capacitance–vol
measurements~reactor B! or estimated from a calibration
curve of Si concentration in the film versus Si cell tempe
ture during deposition11 ~reactor A!. Both of these methods
are expected to give the carrier concentration with an
panded uncertainty of,10%. Four 10 mm310 mm pieces
were diced from the central portion of each wafer. One pi
from each wafer was characterized by room-temperature
a second piece was characterized by WDS/EMPA; and
remaining pieces were kept for other characterizations. T
for each wafer, the Al mole fraction,x, was measured byin
situ RHEED and, independently, byex situWDS.

The excitation source for the PL-composition calibrati
measurements was a continuous wave Ar1 laser operating a
Downloaded 17 Feb 2005 to 132.163.53.137. Redistribution subject to AI
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2.54 eV~488.0 nm! and 0.0501 W incident power. The las
was focused by a cylindrical lens to an elliptical spot with
large height-to-width ratio. Because the monochromator
trance slit also has a large height-to-width ratio, the cylind
cal lens provided higher throughput at a given intensity th
could be attained with a spherical lens. The focused ellipt
spot was measured to be 0.5 cm high30.008 cm wide.~The
spot boundary is defined as the set of points where the l
intensity is equal to 1/e2 of the peak intensity; a Gaussia
beam profile is assumed.! At 0.0501 W incident power, the
peak incident intensity was thus 41 W/cm2. ~The peak inten-
sity, Ipeak, is given by the equationIpeak5(8/p)(P/A) where
P is the total power andA is the area of the ellipse.!

The PL was focused onto the monochromator entra
slit by achromatic lenses; the scattered laser light was
jected by a long-pass filter. The monochromator focal len
was 0.6 m; the entrance slit width was set to 0.005 cm or,
the samples with the weakest PL, 0.01 cm. The PL was
tected by a photodiode array detector interfaced to a pers
computer. The wavelength resolution was estimated to
0.40 nm for 0.005 cm entrance slit width, and 0.55 nm
0.01 cm slit width. The energy resolution at 0.005 cm s
width is 0.6 meV at 1.4 eV, and 1.2 meV at 1.95 eV.

The photon energy~or wavelength! scale, i.e., the actua
photon energy as a function of monochromator wavelen
setting and detector pixel number, was calibrated with
spectral lines of neon and krypton vapor lamps. The ato
spectral line wavelengths are known to at least six deci
places. The wavelength calibration procedure was repeate
the beginning and end of each data collection run, to m
mize any wavelength drift. With this procedure, the wav
length measurement uncertainty is estimated to be60.05
nm, corresponding to a photon energy uncertainty of60.08
meV at 1.4 eV, or60.15 meV at 1.95 eV@note that all
measurement uncertainties stated in this work are expan
~2s! uncertainties, or equivalently 95% confidence int
vals#. In addition, the measured PL spectra were corrected
dividing by the spectrometer response function, which w
measured with a 100 W tungsten–halogen lamp that had
viously been calibrated against a NIST standard irradia
source.

After the calibration and correction procedures were
plied, the PL spectra were analyzed by the curve fitting o
model line shape function to the data. The selected mo
function yields a good fit with a small number of adjustab
parameters, as described in the Appendix. The primary p
pose for the curve fitting was to quantifyEPL,peak, but other
parameters, such as the full width at half maximum, in
grated PL intensity, and asymmetry~skewing!, can also be
extracted from the fit.

Sample temperature is one of the extraneous factors
affectsEPL,peak. For 14 of the 21 samples, the temperatu
coefficient ofEPL,peakwas measured by recording PL spec
at temperatures between ambient~room! temperature and
'40 K above ambient. The sample temperature was m
tored with a miniature platinum resistive sensor. The sam
was attached to an aluminum mounting block with a th
mally conducting adhesive~Dow-Corning 340 silicone hea
sink compound!12 and the temperature sensor was attache
P license or copyright, see http://jap.aip.org/jap/copyright.jsp
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3749J. Appl. Phys., Vol. 93, No. 7, 1 April 2003 Robins et al.
the block, near the sample, with graphite paste. The temp
ture sensor controller12 ~Omega Engineering CN9000A! pro-
vided a built-in calibration curve, which was recalibrated
273.15 K by immersion of the sensor in an ice–water ba
the built-in calibration curve was assumed to be accu
after the one-point recalibration. For the elevate
temperature measurements, heater coils were placed ar
the sample mounting block. Each time the heater current
changed, a time interval of 30 to 45 min was allowed for t
temperature to reach a steady-state value before startin
PL data acquisition~approximately 1 min duration!.

The ambient temperature in our setup was contro
only by the building heating and cooling system; ambie
temperature variations~from the long-term average o
'24 °C! were as large as62 K. To measure and thus corre
for the effect of ambient temperature variation, the sam
temperature monitored by the platinum resistive sensor
recorded for each ‘‘room-temperature’’ PL spectrum.

Another experiment was done to measure sample h
ing by the laser beam. In this experiment, a set of sixteen
spectra were acquired from one sample, with laser po
alternating between the standard power of 0.0501
(peak intensity541 W/cm2), and a lower power of 0.0157
W (peak intensity513 W/cm2) for consecutive spectra. I
the temperature coefficient ofEPL,peak is known, then the
shift of EPL,peak with excitation power can be equated to
laser-induced temperature rise.

Samples were examined for possible spatial variation
EPL,peakby recording spectra from several discrete locatio
on the specimen surface. A ‘‘criss-cross’’ pattern of twel
PL measurements from ten locations~included repeated mea
surements of two locations! was defined to standardiz
sample-to-sample comparison of the spatial variation. T
test pattern for spatial variation is illustrated in Fig. 1.

III. RESULTS AND DISCUSSION

A. Photoluminescence line shape

Representative PL spectra of four samples are show
Fig. 2~a!. The PL spectrum of each sample consists o

FIG. 1. Schematic of standard 12-location pattern used to examine sp
variation of PL spectrum on surface of 10 mm310 mm sample. For each
location, the laser-excited region is shown as a vertical or horizontal
segment, which approximates the focused laser spot geometry~high aspect
ratio!.
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single asymmetric bell-shaped peak skewed toward high
ergy ~i.e., the high-energy tail is broader than the low-ene
tail!. EPL,peak increases with increasing Al fraction, as r
ported previously.2–10 Figure 2~b! shows a representative P
spectrum of sample B217, withxWDS50.3057, as well as the
fitted model function. An inset to Fig. 2~b! shows the same
data and fitted function plotted on a semilogarithmic scale
can be seen that both the high-energy and low-energy
have exponential forms. This is important for the selection
the model function, as discussed in the Appendix.

B. Temperature dependence

The temperature dependence ofEPL,peak for sample
B217, and the best linear fitEPL,peak@T#, are plotted in Fig. 3.
~Error bars are not shown in Fig. 3 because the measurem
uncertainty ofEPL,peak@T# is small compared to the vertica
scale.! The slope of the fitted line, which gives the temper
ture coefficient ofEPL,peak@T# near room temperature, will be
denotedET08 . By examining the variation ofET08 for samples
with differentx values and carrier concentrations~n!, an em-

tial

e

FIG. 2. ~a! Room-temperature PL spectra of a GaAs homoepitaxial fi
(x50) and three AlxGa12xAs films with differing compositions, acquired
with excitation photon energy52.54 eV, excitation intensity541 W/cm2,
and sample temperature'298 K. The Al mole fractions measured b
RHEED and WDS,xRHEED andxWDS, are shown. The measurement unce
tainties ofxRHEED andxWDS ~least significant digits! are shown in parenthe-
ses. ~b! Room-temperature PL spectrum of AlxGa12xAs film B217 with
xWDS50.3057. Experimental data are shown as open squares, fitted m
function is shown as a solid line. Only every fourth data point is plotted
improve visibility. The data and fit are replotted on a semilogarithmic sc
in the inset.
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pirical equation was derived for the dependence ofET08 on x
andn ~wheren is taken to be a signed quantity, positive f
holes, negative for electrons!:

ET08 ~eV/K!52~4.7460.23!310242~2.7160.97!

31024x1~~1.0560.16!310210

2~0.2960.11!310210 sgn@n# !unu1/3. ~1!

~A comment on mathematical notation: Square brackets@ #
are used to indicate functional dependence, e.g., sgn@n#,
EPL,peak@T#.) To better display the variation ofET08 @x,n# with
x and with n, two additional functions are defined,GT08 @x#
and HT08 @n#, where GT08 is obtained by subtracting th
n-dependent terms fromET08 @x,n#, and HT08 @n# is obtained
by subtracting thex-dependent terms. The function defin
tions are

GT08 @x#5ET08 2~1.0531021020.29

310210sgn@n# !unu1/3, ~2!

HT08 @n#5ET08 12.7131024x. ~3!

GT08 @x# is plotted againstx in Fig. 4~a!, andHT08 @n# is plotted
against sgn@n#unu1/3 in Fig. 4~b!.

Previously, Lautenschlageret al.13 and Logothetidis
et al.14 did a detailed study of the temperature dependenc
the direct band gap and other critical point energies in Ga
and in three AlxGa12xAs films with nominal compositions
~determined from ‘‘x-ray studies and fromE0 andE1 energy
gaps at room temperature’’! of x50.27, x50.53, andx
50.69. Equation~4! for the temperature coefficient of th
direct band gap near room temperature was derived from
functional results of Lautenschlageret al.13 and Logothetidis
et al.:14

ET08 ~eV/K!524.603102422.3631024x. ~4!

If the carrier-concentration-dependent term in Eq.~1! ~not
considered by Lautenschlageret al.13 or Logothetidis
et al.14! is neglected, then Eqs.~4! and ~1! are seen to agre
within the measurement uncertainty of Eq.~1!. Our result,

FIG. 3. Temperature dependence ofEPL,peak for sample B217. Data are
shown as open triangles, best linear fit is shown as a dashed line.
uncertainty of EPL,peak for these measurements is of the order 1
31024 eV; error bars are not shown because of the small magnitude o
uncertainties relative to the plot scale.
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of
s

he

Eq. ~1!, is probably more accurate than Eq.~4! because of the
larger sample set~14 rather than 4 samples! and the higher
accuracy of the composition~x! measurements.

C. Laser heating effect

The results of the laser beam heating measurement
alternating high and low excitation intensities, for samp
B395 withxWDS50.365, are displayed in Fig. 5.EPL,peakval-
ues for the eight measurements at the higher peak inten
~41 W/cm2! are plotted as open squares, andEPL,peakvalues
for the eight measurements at the lower peak intensity~13
W/cm2! are plotted as open triangles in Fig. 5. The avera
values ofEPL,peakat the higher and lower intensity are show
as a dashed line and a dashed–dotted line, respectively. F
the peak shift of24.331024 eV on going from the lower to
the higher intensity, and the fitted temperature coefficien
25.2531024 eV/K for this sample, the calculated temper
ture rise within the laser-excited region is 0.82 K, as in
cated by the downward-pointing arrow in Fig. 5. If the tem
perature is assumed to increase linearly with excitat
intensity, then the temperature rise from zero intensity to
W/cm2 is calculated to be 0.38 K, as indicated by t
downward-pointing dashed arrow in Fig. 5. Further, the to
temperature rise from zero intensity to 41 W/cm2 is calcu-
lated to be 1.2 K. For the samples with the largest tempe
ture coefficient,ET08 525.331024 eV/K, this temperature

he

e

FIG. 4. ~a! Temperature coefficient ofEPL,peakwith n-dependent term sub-
tracted,GT08 @x#5ET08 2(1.0531021020.29310210 sgn@n#)unu1/3, plotted as
function of Al fractionx. Data are shown as open circles, best linear fit
shown as a dashed line.~b! Temperature coefficient ofEPL,peak with
x-dependent term subtracted,HT08 @n#5ET08 12.7131024 x, plotted as a
function of sgn@n#unu1/3 wheren is the carrier concentration. Data are show
as open circles, best fit is shown as a dashed line.
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rise would correspond to a shift inEPL,peak of 26.4
31024 eV. Note that the laser-induced heating was not
tected by the platinum resistive temperature sensor, wh
was mounted near the sample but not illuminated by the la
beam.

The higher excitation intensity of 41 W/cm2 was selected
as the standard excitation intensity for the PL composit
measurements. In principle, it would be preferable to run
lower intensity, in order to reduce the laser heating effect
associated temperature gradients in the sample. Howeve
41 W/cm2 setting was necessary to get data with good sign
to-noise from the samples with the lowest carrier concen
tion and lowest PL efficiency. The magnitude of the las
induced heating effect at the standard excitation intensit
expected to be similar for all samples~provided that all
samples have similar thermal properties!.

D. Correction for ambient temperature fluctuations

As just pointed out, the ambient temperature varied
up to 62 K. For the samples with the largest temperatu
coefficient, ET08 525.331024 eV/K, temperature fluctua
tions of this magnitude would causeEPL,peak to vary by
61.131023 eV. A simple procedure was developed to co
pensate for the ambient temperature fluctuations. First,
ambient temperature read by the platinum resistive sen
denotedTsensor, was recorded for each PL measureme
Second, the standard ambient temperature was defined
Ta,std524 °C ~similar to the long-term average!. Third, the
calculated temperature coefficient of each sample,ET08 from
Eq. ~1!, was used to transformEPL,peak from the measured
value at the measured ambient temperatureTsensor ~where
Tsensor may be different for each PL measurement! to the
predicted value at the standard temperatureTa,std. The equa-
tion for this transformation is

FIG. 5. Test of laser beam heating with alternating lower and higher e
tation intensity, for sample B395 withxWDS50.365. A total of sixteen PL
spectra were acquired, eight spectra at peak intensity of 13 W/cm2 ~mea-
surements 1, 3, ..., 15! and eight spectra at peak intensity of 41 W/cm2

~measurements 2, 4, ..., 16!. ~The peak intensity is the intensity at the cent
of the focused laser spot.! Individual EPL,peakvalues measured at the lowe
and higher power are shown as open triangles and open squares, re
tively; the averageEPL,peakvalues measured at the lower and higher pow
are shown as dashed–dotted and dashed lines, respectively. The calc
increases in sample temperature from zero intensity to 13 W/cm2, and from
13 W/cm2 to 41 W/cm2, are also shown~vertical arrows!.
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EPL,peak@Ta,std#5EPL,peak@Tsensor#

2ET08 @x,n#~Tsensor2Ta,std!. ~5!

From here on, unless otherwise noted, the reported value
EPL,peakwill be assumed to be the temperature-compensa
values from Eq.~5!. As just pointed out, at the standar
excitation intensity, the temperature of the laser-exci
sample volume, denotedTexc, is estimated to be 1.2 K
higher than ambient. Thus, atTa,std524 °C, the temperature
of the laser-excited volume isTexc525.2 °C5298.3 K.

Any errors in the ambient temperature measureme
will give rise to errors in the temperature-compensation p
cedure. From Eq.~5!, an uncertainty of 2sT,sensorin the tem-
perature correction term (Tsensor2Ta,std) will contribute a
factor (ET08 @x,n#)(2sT,sensor) to the overall measurement un
certainty ofEPL,peak@Ta,std#. A procedure for estimating the
magnitude of this contribution to the uncertainty is discuss
in Sec. III E.

E. Calculation of the average value and uncertainty of
EPL,peak for each sample

The ambient-temperature PL measurements were
formed within a 16 month period. For some samples, all
spectra were acquired in a single run~on one day!, while for
other samples, spectra were acquired in multiple runs~differ-
ent days within the 16 month period!. Between 5 and 42
spectra were recorded for each sample, with a minimum o
spectra per run. Examination of the data shows that, fo
least some samples, the long-term or ‘‘run-to-run’’ variati
of EPL,peak is larger than the short-term or ‘‘intrarun’’ varia
tion. For samples with multiple runs, it was therefore decid
to weight each run equally in calculating the long-term a
erage and statistical uncertainty ofEPL,peak, rather than
weighting each individual spectrum equally, on the assum
tion that the data is best represented in a statistical sens
giving equal importance to each run.

For conciseness, the following notation will be used
discussing the calculation of the average value and un
tainty of EPL,peak. Each sample will be referred to by a
index numbers. The total number of runs for samples will
be denotedK@s#, and the index of an individual run will be
denotedk ~for samples, the range ofk is thus 1 toK@s#).
The number of spectra acquired within a given runk will be
denotedJ@k#, and the index of an individual spectrum wi
be denotedj ~for run k, the range ofj is thus 1 toJ@k#). The
total number of spectra acquired for samples in all runs will
be denotedN@s#[(k51,K@s#J@k#. Finally, the peak PL en-
ergy for samples, run k, spectrum j will be denoted
EPL,peak@ j ,k,s#.

With this notation, the average value ofEPL,peak for
samples, run k is

Eavg@k,s#5~1/J@k# !( j 51,J@k#EPL,peak@ j ,k,s#, ~6!

and, applying the assumption that each run should be equ
weighted, the overall or long-term average value ofEPL,peak

for samples is

i-

ec-
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Elong-term@s#5~1/K@s# !(k51,K@s#Eavg@k,s#

5(k51,K@s#( j 51,J@k#

$EPL,peak@ j ,k,s#/~J@k#K@s# !%. ~7!

It can be shown that the statistical uncertainty ofElong-term@s#
~sample standard deviation from the mean! is

sE,stat@s#

5$~N@s#/~N@s#21!!(k51,K@s#( j 51,J@k#

~EPL,peak@ j ,k,s#2Elong-term@s# !2/~J@k#K@s# !%0.5. ~8!

~The effect of the prefactor (N@s#/(N@s#21) is to make
sE,stat@s# undetermined, rather than zero, if there is only o
data point for samples (N@s#51).)

In addition tosE,stat@s#, two other terms may contribut
to the measurement uncertainty ofElong-term@s#. As already
measured, temperature measurement error will contribu
term (ET08 @x,n#)(2sT,sensor) to the overall measurement un
certainty, where 2sT,sensoris the uncertainty of the tempera
ture correction term (Tsensor2Ta,std). The magnitude of this
term is estimated by assuming that, for samples with d
from multiple runs, the differences between the single-
averages ofEPL,peak@Eq. ~6!# and the long-term average@Eq.
~7!# arise primarily from the temperature-compensation er
In other words, it is assumed that there is a small error in
temperature sensor reading that varies on a long time s
~between runs!. Comparison of the sensor readings w
other temperature measurement devices supported this
pothesis.~Note that the possible contribution of spatial inh
mogeneity to the run-to-run variation ofEavg@k,s# is ne-
glected in this model. As discussed in Sec. III F, the spa
inhomogeneity effect is to small to explain the observed r
to-run variation ofEavg@k,s# for most samples.!

According to this above model, the magnitude of t
temperature-compensation error for samples, run k, is

«T,sensor@k,s#5~Eavg@k,s#2Elong-term@s# !/ET08 @s#, ~9!

where ET08 @s#5ET08 @x@s#,n@s## is the temperature coeffi
cient from Eq.~1!. The calculated values of«T,sensor@k,s#, for
four samples with data from at least three runs, are plotte
Fig. 6. The overall uncertainty 2sT,sensoris equated to twice
the rms value of «T,sensor@k,s#; the calculated value
2sT,sensor50.62 K, is shown in Fig. 6. For the samples wi
the largest temperature coefficient, ET08 525.3
31024 eV/K, the measurement uncertainty ofElong-term@s#
due to the temperature uncertainty is63.331024 eV. The
corresponding uncertainty in the Al fraction determined fro
PL ~as discussed next! is 62.331024.

The final term known to contribute to the measurem
uncertainty ofElong-term@s# is the wavelength scale unce
tainty of 0.05 nm, which equates to a photon energy sc
uncertainty of (0.05/1239.5)Elong-term

2@s#. The wavelength
uncertainty makes a negligibly small contribution compa
to the other terms.

Adding the statistical uncertainty, temperatur
compensation uncertainty, and wavelength uncertainty
quadrature, the total measurement uncertainty ofElong-term@s#
is found to be
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2sE, long-term@s#5$4sE,stat
2 @s#14sT,sensor

2 ET082@s#11.63

31029Elong-term
4 @s#%0.5. ~10!

Note that for samples with data from several runs~Fig. 6!,
there is some ‘‘error double counting,’’ because t
temperature-compensation error, the second term in Eq.~10!,
also contributes to the observed~‘‘statistical’’ ! variation of
EPL,peak@ j ,k,s#, the first term in Eq.~10!. The error double
counting was found to increase 2sE, long-term@s# by no more
than 10%; therefore, no effort was made to remove this
fect. The calculated values of 2sE, long-term@s# ~of the order
531024 eV for most samples! are listed in Table I.

F. Mapping of spatial inhomogeneity

To assess the spatial variation ofEPL,peak, measurements
were taken from several different locations on the surface
each sample. The ‘‘standard spatial scan pattern’’ shown
Fig. 1 was used for most of the samples. A few samp
suffered breakage before measurements could be done
the broken samples, different spatial scan patterns were
than shown in Fig. 1. Note that, in the standard pattern, s
6 matches spot 1 and spot 12 matches spot 7; also, the
ters of spots 3 and 9 intersect. The positioning accur
within each half of the scan, that is from spot 1 to spo
~repeat of 1!, and from spot 7 to spot 12, is approximate
0.02 mm, determined by a micrometer-drive translat
stage. However, because the sample was remounted o
holder between the measurement of spots 6 and 7, the a
racy of the beam positioning between the two halves of
scan was much lower; the distance between the center
spots 3 and 9~shown to intersect in Fig. 1! may be as high as
1 mm.

The spatial scan pattern results for two samples fr
reactor B, denoted B380 and B394, and two samples fr
reactor A, denoted A117 and A119, are plotted in Figs. 7~a!–
7~d!. This group of samples was selected to demonstrate
the magnitude of the inhomogeneity varies from sample
sample. Note that, in Fig. 7, a coordinate of 0 mm indica
the center of the sample, that is spot 3 for ‘‘diagonal 1,’’
spot 9 for ‘‘diagonal 2.’’ Note also that they-axis (EPL,peak)

FIG. 6. Calculated temperature sensor errors for samples withEPL,peakdata
from at least three different runs. The temperature error for each ru
shown for samples B212~squares!, B215 ~triangles!, B309 ~circles!, and
B395~inverted triangles!. The calculated uncertainty of the temperature se
sor reading is shown as a dashed line (2sT,sensor50.62 K).
P license or copyright, see http://jap.aip.org/jap/copyright.jsp
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TABLE I. Some important experimental and fitting parameters for the examined samples: Column 1, sample name; column 2, PL peak en
measurement uncertaintyEPL,peak@s#62sE,total@s#; column 3, WDS composition and measurement uncertainty,xWDS@s#62s1@s#; column 4, RHEED com-
position and measurement uncertainty,xWDS@s#62s2@s#; column 5, fitted$PLuWDS% composition and calculated uncertaintyx$PLuWDS%@s#62s3@s#; column
6, component of uncertainty ofx$PLuWDS% that arises from PL energy uncertainty; column 7, component of uncertainty ofx$PLuWDS% that arises from uncertainty
of the slope]xWDS/]EPL,peak. Uncertainties are shown in the least significant digits, i.e., 1.423 26~47! is read as 1.423 2660.000 47. It is assumed thatx
50 exactly for sample B213. The first fifteen rows show the samples included in the PL-composition calibration set; the last six rows show the
excluded from the calibration set. The WDS composition of sample A128 was not measured; the last three data columns for A128 are therefore
x$PLuRHEED% rather thanx$PLuWDS% .

Sample
EPL,peak62sE

~eV! xWDS62s1 xRHEED62s2 x$PLuWDS%62s3

2s3 (EPL

component!
2s3 ~slope
component!

B213 1.423 26~47! 0 0 0 NAa NAa

B212 1.576 29~54! 0.1022~16! 0.1071~34! 0.1092~09! 0.000 51 0.000 70
B215 1.701 02~70! 0.1953~18! 0.1954~57! 0.1981~14! 0.000 60 0.001 27
B217 1.851 19~37! 0.3057~25! 0.3067~76! 0.3053~20! 0.000 43 0.001 96
B290 1.699 48~54! 0.1972~20! 0.1970~58! 0.1970~14! 0.000 51 0.001 27
B293 1.699 45~47! 0.1980~16! 0.1984~60! 0.1970~14! 0.000 47 0.001 27
B299 1.703 80~40! 0.1997~05! 0.1997~55! 0.2001~14! 0.000 44 0.001 29
B310 1.450 75~42! 0.0187~20! 0.0211~09! 0.0196~05! 0.000 45 0.000 13
B315 1.616 87~48! 0.1360~20! 0.1394~43! 0.1381~10! 0.000 47 0.000 89
B380 1.702 55~39! 0.2010~20! 0.1971~19! 0.1992~14! 0.000 43 0.001 28
B394 1.809 16~60! 0.2775~30! 0.2717~29! 0.2753~19! 0.000 54 0.001 77
B395 1.931 75~68! 0.3651~35! 0.3624~33! 0.3627~24! 0.000 59 0.002 33
B396 1.542 08~47! 0.0856~20! 0.0810~10! 0.0848~07! 0.000 47 0.000 54
A117 1.693 50~108! 0.1908~36! 0.2007~30! 0.1928~15! 0.000 84 0.001 24
A119 1.705 94~212! 0.2008~30! 0.2018~40! 0.2016~20! 0.001 55 0.001 29
B274 1.687 86~49! 0.2010~28! 0.1988~59! 0.1887~13! 0.000 48 0.001 21
B309 1.745 14~70! 0.2200~50! 0.2399~66! 0.2296~16! 0.000 60 0.001 47
B373 1.706 28~124! 0.1952~15! 0.2011~26! 0.2019~16! 0.000 95 0.001 30
B379 1.711 72~160! 0.2006~10! 0.1958~22! 0.2058~18! 0.001 19 0.001 32
A121 1.720 67~111! 0.2011~25! 0.2026~120! 0.2122~16! 0.000 86 0.001 36
A128 1.703 50~785! NAa 0.1997~70! 0.1998~58! 0.005 61 0.001 51

aNA indicates not applicable.
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range is different for each plot: 0.0006 eV in Fig. 7~a!,
0.0012 eV in Fig. 7~b!, 0.0022 eV in Fig. 7~c!, and 0.0040
eV in Fig. 7~d!.

The error bars on each data point in Fig. 7 represen
‘‘fixed-location single-run’’ uncertainty, denoted 2sfixed@s#,
which excludes spatial inhomogeneity, because that is
variable under examination in Fig. 7, and also excludes lo
term or run-to-run drift. The magnitude of 2sfixed@s# is
smaller than 2sE, long-term@s#, which includes inhomogeneity
and long-term drift. From repeated fixed-location single-r
measurements, 2sfixed@s# is estimated to be 1.531024 eV
for most samples, including those examined in Fig. 7.

In Fig. 7, the samples are displayed in order of incre
ing inhomogeneity, from B380 to A119. As indicated b
these results, samples from reactor A are generally more
homogeneous than samples from reactor B. Sample A11
the most inhomogeneous sample included in the
composition calibration set; for this sample, the largest
served spatial variation of the PL energy wasDEPL,peak

50.0033 eV. With the calibration curve discussed next, t
corresponds to a composition variationDx50.0023. Note
that, for samples B394, A117, and A119, the variation
EPL,peakfor repeated measurements of the same location,
is spots 1/6~squares at25 mm! and spots 7/12~triangles at
25 mm!, is much smaller than the variation between diffe
ent locations. This observation confirms that the spatial
homogeneity effects are real, and not artifacts due to rand
measurement error.
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In the context of composition SRM1 development, the
results of Fig. 7 indicate that PL spatial variation measu
ments may be used to select the more homogeneous w
~with inhomogeneity below some arbitrary limit! from an
initial set of wafers with varying amounts of inhomogenei
Once an upper limit to the inhomogeneity of a particu
wafer is established by PL, the wafer could be diced. Pie
of the original wafer could then be further analyzed by dire
composition measurement methods, including destruc
methods, with the knowledge that the Al mole fraction~x! is
the same for each piece within the established inhomoge
ity limit.

Finally, it should be pointed out that the effect of spat
variation is already included in the calculation
2sE, long-term@s# @Eq. ~10!#, because this calculation is base
on measurements from different sample locations~the spatial
scan patterns discussed here!. Thus, the previous expressio
for 2sE, long-term@s# does not need to be modified.

G. Calibration curves for composition dependence of
EPL,peak

Of the total of 21 samples examined, 15 samples w
included in the PL-composition calibration set~the pure
GaAs film and 14 alloy films! and 6 were excluded. One o
the A reactor samples~designated A128! and one of the B
reactor samples~B309! were excluded for excessive inhomo
geneity, as seen in the spatially resolved PL results~Fig. 7!.
P license or copyright, see http://jap.aip.org/jap/copyright.jsp
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FIG. 7. Measured spatial variation ofEPL,peakfor five samples~following the ‘‘test pattern’’ shown in Fig. 1!. For clarity, diagonal 2 locations are plotted wit
an arbitrary horizontal offset from diagonal 1 locations. Note that the plottedy-axis ~photon energy! range is different for each sample;~a! sample B309; with
xWDS50.2200,~b! sample B380; withxWDS50.2010,~c! sample B394; withxWDS50.2775,~d! sample A117; withxWDS50.1908, and~e! sample A119; with
xWDS50.2008.
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The discrepancy between the RHEED and WDS results
sample B309, and inconsistencies between different RHE
measurements of A128~this sample was not examined b
WDS!, provided further evidence for inhomogeneity in the
two samples. In addition, one of the A reactor samp
~A121! and three of the B reactor samples~B274, B373, and
B379! were excluded for high carrier concentration, whi
caused a noticeable shift ofEPL,peak. The carrier concentra
tion effect will be discussed in more detail later. A plot of P
energy,EPL,peak, versus WDS composition,xWDS, as well as
the best linear fit to the data, is shown in Fig. 8. The d
points are seen to follow a linear ralation to good accura
The equation of the best-fit line is

EPL,peak5~1.401760.00900 eV!xWDS11.423 26

60.000 47 eV. ~11!

The inverse equation, which can be used to predict the c
position as a function of PL peak energy, is

x$PLuWDS%5~0.713460.0046 eV21!~EPL,peak21.423 26

60.000 47 eV!. ~12!

The notationx$PLuWDS% is used to indicate a value derive
from correlating the measured values ofEPL,peakand xWDS.
In other words,x can be determined from the PL data on
after the PL results are calibrated against a direct comp
tion measurement method.
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By combining Eq.~11! with Eq. ~1! ~that gives the tem-
perature coefficient ofEPL,peak), an expression for both the
temperature and composition dependence ofEPL,peak is
obtained:

FIG. 8. Linear correlation between PL peak energy,EPL,peak, and WDS
composition, xWDS for calibration set of one GaAs film and fourtee
Al xGa12xAs films. Data points are shown as squares, and the best line
to the data is shown as a dashed line. The uncertainty ofEPL,peak for most
samples shown in this plot, taking into account long-term temperature
and spatial nonuniformity, is of the order 531024 eV; error bars are not
shown because of the small magnitude of the uncertainties relative to
plot scale.
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3755J. Appl. Phys., Vol. 93, No. 7, 1 April 2003 Robins et al.
EPL,peak5$1.401760.0090 eV2~2.7160.97!

31024~eV/K!~Texc2298.3 K!%xWDS

11.423 2660.000 47 eV2~4.7460.23!

31024~eV/K!~Texc2298.3 K!

1~~1.0560.16!3102102~0.2960.11!

310210sgn@n# !unu1/3~Texc2298.3 K!. ~13!

As discussed,Texc is the actual temperature of the PL exc
tation volume, andTexc5298.3 K is the value of this tem
perature with the standard experimental conditions use
the present study. Equation~13! can thus be used to calcula
PL-composition calibration curves at other temperatures n
‘‘room temperature.’’

When EPL,peak is correlated withxRHEED rather than
xWDS, the slope of the best-fit line@analogous to Eq.~11!# is
found to be]EPL,peak/]xRHEED51.402160.0106 eV, and the
inverse slope @analogous to Eq. ~12!# is
]x$PLuRHEED% /]EPL,peak50.713260.0054 eV21. The differ-

FIG. 9. Deviation between fitted PL composition and measured comp
tion, x$PLuWDS%2xWDS or x$PLuRHEED%2xRHEED, plotted as a function of mea
sured composition,xWDS or xRHEED. Data for $PLuWDS% fit are shown as
squares, data for$PLuRHEED% fit are shown as triangles.

FIG. 10. Effect ofn- andp-type doping on nominal, fitted PL composition
x$PLuWDS% . The differencex$PLuWDS%2xWDS is plotted as a function of the
absolute value of the carrier concentration,unu, for samples with composi-
tions nearxWDS50.2 and varying carrier concentrations. In the plot,n-type
samples are represented by squares,p-type samples are represented by t
angles, and an undoped sample~with carrier concentration too small to
measure, assumed to be 1014 cm23) is represented by a circle.
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ence between]EPL,peak/]xWDS and ]EPL,peak/]xRHEED is 4
31024 eV, much smaller than the uncertainty of eith
slope. The close agreement between the fitted values
]EPL,peak/]xWDS and]EPL,peak/]xRHEED ~better than expected
from the error analysis! may be fortuitous.

Table I lists the values of several important paramet
for all of the examined films: column 1, sample name; c
umn 2, PL peak energy and measurement uncerta
EPL,peak@s#62sE,total@s#; column 3, WDS composition and
measurement uncertainty,xWDS@s#62sx@s#; column 4,
RHEED composition and measurement uncertain
xRHEED@s#62sx@s#; column 5, fitted$PLuWDS% composi-
tion from Eq. ~12! and calculated uncertainty,x$PLuWDS%@s#
62sx@s#; column 6, the contribution to the uncertainty o
x$PLuWDS%@s# from the PL peak energy uncertainties of th
sample (EPL,peak@s#62sE,total@s#) and thex50 ~GaAs! ref-
erence point (1.423 2660.000 47 eV); and finally column 7
the contribution to the uncertainty ofx$PLuWDS%@s# from the
uncertainty in the slope (]xWDS/]EPL,peak50.7134
60.0046 eV21). The two components of the uncertainty
x$PLuWDS%@s# are listed separately because they originate fr
different measurements. The uncertainties in the PL peak
ergies arise only from the PL measurements, whereas
slope uncertainty arises primarily from the WDS measu
ments. The magnitude of the first uncertainty compon
~column 6! is similar for most samples, while the magnitud
of the second component~column 7! increases with increas
ing x.

In Fig. 9, the differences between the fitted$PLuWDS%
compositions from Eq.~12! and the measured WDS compo
sitions, x$PLuWDS%@s#2xWDS@s#, are plotted as a function o
xWDS ~squares!. The error bars shown forx$PLuWDS%@s#
2xWDS@s# in Fig. 9 are the quadrature sum of the uncerta
ties ofxWDS ~from the third column of Table I! andx$PLuWDS%
~from the fifth column of Table I!. In addition, the differ-
ences between the fitted$PLuRHEED% compositions and the
measured RHEED compositions, x$PLuRHEED%@s#
2xRHEED@s#, are plotted as a function ofxRHEED ~squares!.
The error bars shown forx$PLuRHEED%@s#2xRHEED@s# are the

i-
FIG. 11. Room-temperature PL spectra from four undoped orn-type
samples withxWDS'0.2: B299 ~undoped!, B380 (unu51.331016 cm23),
B215 (unu57.231016 cm23), and B373 (unu56.431017 cm23). To sim-
plify comparison of the line shapes, the energy scale for each spectrum
to E2EPL,peak, the peak intensity of each spectrum is rescaled to unity,
spectra are offset vertically. The peak energy (E5EPL,peak) is indicated by a
vertical dashed line.
P license or copyright, see http://jap.aip.org/jap/copyright.jsp
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TABLE II. Polynomial coefficients of functionEG@x#, where EG is the optical band gap of AlxGa12xAs ~determined by PL or another spectroscop
technique! andx is the Al fraction, as reported in the present study and previous studies. Coefficients are in eV units.

Publication

Constant term
~GaAs band

gap!

Constant term
~corrected,

298 K! Linear term

Linear term
~corrected,

298 K!
Quadratic

term Cubic term

Present study 1.4233 1.4233 1.402 1.402 0 0
Casey and

Panish~1978!
1.424 1.424 1.247 1.247 0 0

Miller
~1985!

1.42 1.42 1.45 1.45 20.25 0

Aspnes
~1986!

1.424 1.424 1.721 1.721 21.437 1.310

Kuech ~1987! 1.512 1.420 1.455 1.402 0 0

Lambert
~1987!

not reported not reported 1.287 1.234 0 0

Oelgart
~1987!

1.425 1.425 1.35 1.35 0 0

Bosio
~1988!

1.5152 1.4232 1.480 1.427 0 0

Huang~1988! 1.424 1.424 1.427 1.427 0.041 0

Wasilewski
~1999!

1.515 1.423 1.403 1.350 0 0
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quadrature sum of the uncertainties ofxRHEED ~from the
fourth column of Table I! and x$PLuRHEED% ~not shown in
Table I!. The typical magnitude of the difference between t
fitted line and the data is seen to be similar for the$PLuWDS%
and $PLuRHEED% regressions.

H. Impurity doping effects

The effect ofn- and p-type doping on the nominal PL
composition,x$PLuWDS% from Eq. ~12!, is shown in Fig. 10,
where the differencex$PLuWDS%@s#2xWDS@s# is plotted as a
function of carrier concentration for samples withxWDS

'0.2 and varying doping levels. The carrier concentration
the sample with no intentional doping was too small to m
sure; a carrier concentration of 1014 cm23 is assumed for this
sample. The error bars shown forx$PLuWDS%@s#2xWDS@s# in
Fig. 10 are the quadrature sum of the uncertainties ofxWDS

~from the third column of Table I! and x$PLuWDS% ~from the
fifth column of Table I!. The difference x$PLuWDS%@s#
2xWDS@s# is seen to become positive for heavyn-type dop-
ing and negative for heavyp-type doping; in other words, the
PL peak energy shifts upward for heavyn-type doping, and
downward for heavyp-type doping. Samples withn-type
carrier concentrationunu.1017 cm23, or p-type carrier con-
centrationunu.231017 cm23 were thus excluded from th
PL-composition calibration set. Figure 10 indicates that c
rier concentrations up to these limits are acceptable for
composition measurements with an uncertainty of60.003 in
the value ofx. If a smaller uncertainty were specified, the
further examination of the doping effects would b
necessary.

The full width at half maximum~FWHM! of the PL
spectrum increases with increasing carrier concentrat
Further, the curvature~or ‘‘sharpness’’! of the peak shows a
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decrease with increasing carrier concentration, starting
concentrations as low as'1016 cm23, which is proportion-
ally larger than the increase of the FWHM. In Fig. 11, P
spectra from four samples withxWDS'0.2 are compared
B299 ~undoped!, B380 (unu51.331016 cm23), B215 (unu
57.231016 cm23), and B373 (unu56.431017 cm23). The
energy scale for each spectrum isE2EPL,peak@s# ~i.e., the
spectra are shifted horizontally to align the peaks!, and the
peak intensities are rescaled to unity. The decrease in
peak sharpness causes the measurement uncertain
EPL,peakto increase in the more heavily doped samples. T
fixed location, single-run uncertainty ofEPL,peak ~as defined
herein! is '1.231023 eV for sample B373, as compared
'1.531024 eV for the low carrier concentration samples

The high sharpness of the PL peak at low carrier c
centrations can be explained by a recombination model p
posed by Grilliet al.15 and Venu Gopalet al.16 in PL tem-
perature dependence studies of high-purity GaAs. Accord
to this model, the observed band-edge PL spectrum is a
of two bell-shaped peaks with similar peak intensities b
differing linewidths, corresponding to distinct recombinatio
processes: A relatively narrow excitonic peak~present even
at room temperature!, and a much broader free-electron-t
free-hole peak. The peak energy of the summed line is t
‘‘pulled’’ toward the relatively narrow excitonic peak, al
though the integrated intensity is dominated by the broa
free-to-free peak.

We suggest that the Grilli15 and Venu Gopal16 model is
applicable to the lower carrier concentration samples in
study, and that the measuredEPL,peakvalues of these sample
are mainly determined by the excitonic component. We
not try to deconvolute the excitonic and free-to-free comp
nents of the PL spectrum in the curve-fitting procedure~see
P license or copyright, see http://jap.aip.org/jap/copyright.jsp
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TABLE III. Measurement methods used to determine functionEG@x#, whereEG is the optical band gap of AlxGa12xAs ~determined by PL or anothe
spectroscopic technique! andx is the Al mole fraction, for present study and previous studies.

Publication Measurement method forx
Measurement method for

EG

Measurement temperature
for EG

Present study WDS/EMPA~checked by
in situ RHEED!

PL spectroscopy, peak
energy from curve fitting

298 K

Casey and Panish~1978!
~curve A!

EMPA ~composite of
earlier studies!

PL peak energy
~composite of earlier

studies!

297 K

Miller ~1985!
~curve B!

EMPA ~with standards
including AlCu alloy!

PL peak energy ‘‘room’’

Aspnes~1986!
~curve C!

‘‘target’’ composition in
LPE deposition system

spectroscopic ellipsometry room

Kuech ~1987!
~curve D!

NRRA PL peak energy 2 K

Lambert~1987!
~curve E!

x-ray diffraction,
004 peak rocking curves

PL peak energy 2 K

Oelgart~1987!
~curve F!

EMPA PL peak energy 300 K

Bosio ~1988!
~curve G!

EMPA Transmittance spectroscopy
~exciton absorption peak!

2 K

Huang~1988!
~curve H!

NRRA Photoreflectance room

Wasilewski~1999!
~curve I!

Al and Ga atomic arrival
rates determined from

x-ray diffraction of multilayer
‘‘calibration’’ structures

PL peak energy 8 K
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Appendix!, as this would have significantly increased t
complexity of the model function.

I. Comparison with previous results

In this section, the composition dependence of the
peak energy given by Eqs.~11! and ~13! is compared with
results previously reported2–10 in the literature for the com-
position dependence of the Al12xGaxAs band gap energy, a
measured by PL or other spectroscopic techniques suc
transmittance or photoreflectance.

Some of the previous measurements were done with
sample at low temperature (T<10 K), while the present
study and other previous measurements were done at r
temperature (T5298.3 K in the present study!. A tempera-
ture correction term was added to the low-temperature res
to assist with comparison to the room-temperature resu
The temperature correction term was calculated by first
trapolating Eq.~13! from T5298.3 K to T50 K, and then
multiplying the resulting equation by a factor of 0.65 to o
tain the correct temperature shift ofDEPL,peak@0→298.3 K#
520.092060.0005 eV for pure GaAs.@The factor of 0.65
accounts for the decrease of the magnitude of the temp
ture coefficient ofEPL,peakwith decreasing temperature, du
to freeze out of the lattice thermal expansion.EPL,peak for
pure GaAs is equal to 1.515360.0002 eV at low temperatur
~free exciton, from Ref. 15! and to 1.423360.0005 eV at
298.3 K ~from Table I!.# The resulting low-temperature t
room-temperature correction is
Downloaded 17 Feb 2005 to 132.163.53.137. Redistribution subject to AI
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DEPL,peak@0→298.3 K#520.092060.0005 eV

2~0.052660.0190 eV!x. ~14!

Table II lists the polynomial coefficients~up to third or-

FIG. 12. Differences between the composition-dependent (x.0) parts of
the functionsEG@x# determined in previous studies, and in the present stu
where EG is the optical band gap of AlxGa12xAs ~determined by PL or
another spectroscopic technique! andx is the Al fraction.@Curve A: Casey
and Panish~1978! ~see Ref. 2!. Curve B: Miller ~1985! ~see Ref. 3!. Curve
C: Aspnes~1986! ~see Ref. 4!. Curve D: Kuech~1987! ~see Ref. 5!. Curve
E: Lambert~1987! ~see Ref. 6!. Curve F: Oelgart~1987! ~see Ref. 7!. Curve
G: Bosio~1988! ~see Ref. 8!. Curve H: Huang~1988! ~see Ref. 9!. Curve I:
Wasilewski ~1997! ~see Ref. 10!.# Note that a correction term for the
composition-dependent part of the temperature shift between low temp
ture and room temperature was added to the low-temperature results~curves
D, E, G, and I! to assist with comparison to the room-temperature resul
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der! of the function EG@x#, as reported in each of th
previous2–10 studies, as well as the present study.~The nota-
tion EG@x# is used here, rather thanEPL,peak@x#, because
some of the previous studies used other optical spectros
methods, such as transmittance or photoreflectance, to
sure the band gap.! The low-temperature to room
temperature correction term@Eq. ~14!# was added as re
quired. Table III summarizes the experimental methods u
to measure the composition and band gap energy in eac
the previous studies and the present study. The differen
between the functionsEG@x# determined in each of the pre
vious studies, and the present study, are plotted in Fig. 12
generate this plot, the functions were offset slightly to ali
the values ofEG@x50# ~GaAs band gap!. The curve identi-
fication symbols from Fig. 12~curve A, curve B, etc.! are
repeated in Table III for convenience.

Further adjustments were made to the coefficients
EG@x# reported in two previous studies to provide a mo
consistent comparison between studies. Lambertet al.6

~curve E! added an exciton binding energy term to their P
data, to obtain the free-electron-to-free-hole band g
whereas we and most other researchers used the PL
energy~or other spectroscopically measured energy!, and did
not try to correct for the exciton binding energy. To elimina
this discrepancy, we examined the composition depende
of the actualEPL,peakvalues reported by Lambertet al.6 with-
out their exciton binding energy correction. Bosioet al.8

~curve G! stated that their low-temperatureE@x# data are fit
very well by a straight line with a slope of 1.48 eV, but th
adjusted their fit by adding a quadratic term in order to ma
the direct band gap of AlAs previously reported b
Monemar17 (EG53.13 eV atx51). If this adjustment were
accepted, then, for consistency, it would be necessar
make similar adjustments to all the other fits to match
AlAs band gap reported by Monemar.17 In Table II and Fig.
12, the empirical linear fit to the data of Bosioet al.8 is thus
used rather than the adjusted quadratic fit.

Inspection of Fig. 12 shows that some of the previou
determinedEG@x# calibration curves differ significantly from
the present result and from each other. The origins of
measurement errors~in x or EG) that give rise to these de
viations are not known. It is possible, however, to specu
about the sources of error in the curves that show the lar
deviation from the present result, namely curves A, C, an
~a difference of greater than 0.02 eV in the predicted value
EG@x# for compositionsx,0.2). Curve A is derived from
WDS/EMPA measurements and analyses done in the
period 1969 to 1971~see Ref. 2!, significantly earlier than
the other studies; the WDS correction algorithms~used to
obtain the chemical composition from the measured WD
EMPA spectra! available at that time are believed to be le
accurate than later-developed WDS correction algorith
The composition for curve C was estimated from the conc
trations of the source materials in a liquid-phase epita
~LPE! system, and is thus susceptible to errors in mode
of the crystal growth chemistry~Al/Ga incorporation ratio!.
The composition for curve E is derived from x-ray rockin
curve measurements, with the assumption that the la
constant is an accurately linear function of composition~Ve-
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gard’s law!; later studies have shown that Vegard’s law do
not hold18,19 in the AlxGa12xAs system.

The low-temperature results of Kuech~curve D!, based
on NRRA of the composition, match the results of t
present study within experimental error after applying t
low-temperature to room-temperature correction, Eq.~15! in
the Appendix. The room-temperature results of Huang~curve
H!, also based on nuclear resonant reaction analysis, sh
small but measurable difference from Kuech~curve D! and
the present study; the source of this discrepancy is
known.

IV. CONCLUSIONS

The room-temperature PL peak emission energy,EPL,peak

was measured for a set of MBE-grown AlxGa12xAs films
with Al mole fraction 0<x,0.37, and correlated with alloy
composition as determined byin situ RHEED andex situ
WDS/EMPA. The measurement uncertainty~2s level! of
EPL,peakwas of the order6531024 eV for most films, much
smaller than the peak FWHM of 0.03 eV. Long-term fluctu
tions in the temperature sensor readout~used to compensat
for ambient temperature variation!, run-to-run variations in
the temperature gradient between the temperature senso
the sample volume probed by PL, and composition gradie
as a function of location on the film, are believed to ma
major contributions to the uncertainty. Thus, with bet
sample temperature control and more homogeneous com
sition, the uncertainty ofEPL,peak could be reduced further
From correlation of the PL and WDS/EMPA data, the slo
of theEPL,peakversus composition curve near room tempe
ture was determined to be]EPL,peak/]x5(1.4017
60.0090 eV)2 ((2.7160.97) 31024 eV/K)(T2298.3 K).
Correlation of the PL and RHEED data yielded a value
]EPL,peak/]x which is indistinguishable within experimenta
error from the aforementioned value. Previously publish
measurements of]EPL,peak/]x were compared with the
present study. The results of Kuechet al.,5 which are based
on nuclear resonant reaction analysis of the Al mole fracti
are in good agreement with the present study after addi
of a correction term to account for the effect of sample te
perature on]EPL,peak/]x (T52 K for Kuech,5 T5298 K for
the present study!. Some reasons are suggested for the la
variation in the values of]EPL,peak/]x reported in the previ-
ous studies.

APPENDIX

From inspection~Fig. 2!, the PL line shape is describe
as an asymmetric, single-peaked, bell-shaped curve, ske
toward the high-energy side. When the spectral data are p
ted on a semilogarithmic scale, as in the inset to Fig. 2~b!,
both the high- and low-energy tails are seen to have ex
nential forms. A functionIPL@E# with five adjustable param
eters (EPL,peak, Imax, W, P, ands! that meets all the afore
mentioned criteria is defined by
P license or copyright, see http://jap.aip.org/jap/copyright.jsp
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IPL@E#5Imax~sech@QZ1# !P,

Z15Z0 /~12s! for E,EPL,peak,

Z15Z0 /~11s! for E.EPL,peak, ~15!

Z05~2/W!* ~E2EPL,peak!,

Q5~ ln@2#/P!1 ln@11~122~22/P!!0.5#,

whereE is the photon energy,IPL is the PL intensity,EPL,peak

is the energy at the peak of the line,Imax is the intensity at the
peak,W is the FWHM, the parameterP is correlated with
the ratio of the curvature at the peak to the full width~note
the variation of this ratio in the spectra plotted in Fig. 1!,
ands is a skewing or asymmetry parameter. The half wid
at half maximum isW(11s)/2 on the high-energy side o
the peak, andW(12s)/2 on the low-energy side. This func
tion is similar to the ‘‘split Pearson VII’’ function20 some-
times used to fit x-ray diffraction peaks, but with exponent
rather than power-law tails.

The five-parameter ‘‘split asymmetric’’ function of Eq
~15! is discontinuous in its second and higher derivatives
E5EPL,peak. Another dimensionless parameter,t, described
as the ‘‘asymmetry transition width,’’ is introduced to re
move the discontinuity. A ‘‘smoothed asymmetric’’ functio
with six adjustable parameters (EPL,peak, Imax, W, P, s, t! is
defined by

IPL@E#5Imax~sech@QZ1# !P,

Z1$11s tanh@Z1 /t#%5Z0 ~16!

with the same definitions ofZ0 and Q as in Eq.~15!. Note
that the smoothed asymmetric function, Eq.~16!, reduces to
the split asymmetric function, Eq.~15!, in the limit t→0.
Significantly better fits to the measured PL spectra were
tained with Eq.~16! than with Eq.~15!. Therefore, the curve
Downloaded 17 Feb 2005 to 132.163.53.137. Redistribution subject to AI
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fitting analysis of the measured spectra was based on
smoothed asymmetric function, Eq.~16!.
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